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0-1-0 graph
[58E05, 90C30]
(see: Topology of global optimization)
0-1 knapsack see: fractional —
0-1 linear programming approach for DNA transcription
element identification see: Mixed —
0-1 mixed integer problems
[90C09, 90C10, 90C11]
(see: Disjunctive programming)

0-1 programming problem see: fractional —; hyperbolic —;

single-ratio fractional (hyperbolic) —
0-1 programs see: mixed integer —
0-diagonal operator see: block- —; off- —
1 knapsack see: fractional 0- —
1 linear programming approach for DNA transcription

element identification see: Mixed 0- —
1-median problem in a network

[90B80, 90B85]

(see: Warehouse location problem)
1 mixed integer problems see: 0- —
1-MP

[90B80, 90B85]

(see: Warehouse location problem)

1 programming problem see: fractional 0- —; hyperbolic 0- —;

single-ratio fractional (hyperbolic) 0- —
1 programs see: mixed integer 0— —
1D-diffusion fluxes see: estimation of —
2 see: SSS-—
2-dimensional grid

[65K05, 65Y05]

(see: Parallel computing: models)
2-dimensional torus

[65K05, 65Y05]

(see: Parallel computing: models)
2-matching problem

[90C05, 90C10, 90C11, 90C27, 90C35, 90C57]

(see: Assignment and matching; Integer programming)

2-opt

[90B06, 90B35, 90C06, 90C10, 90C27, 90C39, 90C57, 90C59,

90C60, 90C90]

(see: Traveling salesman problem)
2-opt neighborhood

[90C08, 90C11, 90C27, 90C57, 90C59]

(see: Quadratic assignment problem)

2-partition

[68Q25, 90C60]

(see: NP-complete problems and proof methodology)
2-SAT see: MAX- —

2-separated
[05C15, 05C62, 05C69, 05C85, 90C27, 90C59]
(see: Optimization problems in unit-disk graphs)
2-step superlinear
[65K05, 65K10, 90C06, 90C30, 90C34, 90Cxx]
(see: Discontinuous optimization; Feasible sequential
quadratic programming)

2-valued function see: Boolean —
2-valued logic algebra see: Boolean —
2-valued normal forms see: Pl-algebras and —
2B-consistency

[65G20, 65G30, 65G40, 68T20]

(see: Interval constraints)
3-colorability

[03B50, 68T15, 68T30]

(see: Finite complete systems of many-valued logic algebras)

3-DIMENSIONAL MATCHING
[90C60]
(see: Complexity classes in optimization)
3-dimensional matching problem
[05A18, 05D15, 68M07, 68M10, 68Q25, 68R05]
(see: Maximum partition matching)
3-partition
[68Q25, 90C60]
(see: NP-complete problems and proof methodology)
#3 problem see: Gomez —
3-SAT
[68Q25, 90C60]
(see: Complexity classes in optimization; NP-complete
problems and proof methodology)
3-satisfiability
[68Q25, 90C60]
(see: Complexity classes in optimization; NP-complete
problems and proof methodology)
3B-consistency
[65G20, 65G30, 65G40, 68120]
(see: Interval constraints)
3D-transportation problem
[90C35]
(see: Multi-index transportation problems)
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3PM process

[65G20, 65G30, 65G40, 651.99]

(see: Interval analysis: differential equations)
4-element group see: Klein —
6000 see: EasyModeler/ —
=NP see: P—
d*-critical point

[49-XX, 90-XX, 93-XX]

(see: Duality theory: biduality in nonconvex optimization)
07 ~critical point

[49-XX, 90-XX, 93-XX]

(see: Duality theory: biduality in nonconvex optimization)
d*-function

[49-XX, 90-XX, 93-XX]

(see: Duality theory: biduality in nonconvex optimization)
07 -function

[49-XX, 90-XX, 93-XX]

(see: Duality theory: biduality in nonconvex optimization)
o0-stationary point

[65K05, 90C30]

(see: Nondifferentiable optimization: minimax problems)
oo-stationary point see: Hadamard —
€-subdifferential

[46A20, 52A01, 90C30]

(see: Farkas lemma: generalizations)

A

a priori
[90C25, 94A17]
(see: Bilevel programming: applications in engineering;
Entropy optimization: shannon measure of entropy and its
properties)
a priori method
[65K05, 90B50, 90C05, 90C29, 91B06]
(see: Multi-objective optimization and decision support
systems)
a priori optimization
[90C10, 90C15]
(see: Stochastic vehicle routing problems)
A-weighted Euclidean norm
[65K05, 65K10]
(see: ABS algorithms for linear equations and linear least
squares)
A* search algorithm
[90C26]
(see: Bilevel optimization: feasibility test and flexibility
index)
Abadie CQ
[49K27, 49K40, 90C30, 90C31]
(see: First order constraint qualifications)
Abaffi-Broyden-Spedicato algorithms for linear equations and
linear least squares
[65K05, 65K10]
(see: ABS algorithms for linear equations and linear least
squares)
Abaffian
[65K05, 65K10]
(see: ABS algorithms for optimization)

Abaffian matrices
[65K05, 65K10]
(see: ABS algorithms for linear equations and linear least
squares)

Abaffians
[65K05, 65K10]
(see: ABS algorithms for linear equations and linear least
squares)

abnormal extremal
[41A10, 47N10, 49K15, 49K27]
(see: High-order maximum principle for abnormal
extremals)

abnormal extremals see: High-order maximum principle for —

abnormal points
[41A10, 46N10, 47N10, 49K27]
(see: High-order necessary conditions for optimality for
abnormal points)

abnormal points see: High-order necessary conditions for
optimality for —

abnormal processes
[41A10, 46N10, 47N10, 49K15, 49K27]
(see: High-order maximum principle for abnormal
extremals; High-order necessary conditions for optimality
for abnormal points)

abnormal weak extremal
[41A10, 47N10, 49K15, 49K27]
(see: High-order maximum principle for abnormal
extremals)

ABS algorithms for linear equations and linear least squares
(65K05, 65K10)
(referred to in: ABS algorithms for optimization; Cholesky
factorization; Gauss-Newton method: Least squares,
relation to Newton’s method; Generalized total least
squares; Interval linear systems; Large scale trust region
problems; Large scale unconstrained optimization; Least
squares orthogonal polynomials; Least squares problems;
Nonlinear least squares: Newton-type methods; Nonlinear
least squares problems; Nonlinear least squares: trust
region methods; Orthogonal triangularization;
Overdetermined systems of linear equations; QR
factorization; Solving large scale and sparse semidefinite
programs; Symmetric systems of linear equations)
(refers to: ABS algorithms for optimization; Cholesky
factorization; Gauss—-Newton method: Least squares,
relation to Newton’s method; Generalized total least
squares; Interval linear systems; Large scale trust region
problems; Large scale unconstrained optimization; Least
squares orthogonal polynomials; Least squares problems;
Linear programming; Nonlinear least squares: Newton-type
methods; Nonlinear least squares problems; Nonlinear least
squares: trust region methods; Orthogonal
triangularization; Overdetermined systems of linear
equations; QR factorization; Solving large scale and sparse
semidefinite programs; Symmetric systems of linear
equations)

ABS algorithms for optimization
(65K05, 65K10)
(referred to in: ABS algorithms for linear equations and
linear least squares; Gauss—Newton method: Least squares,
relation to Newton’s method; Generalized total least
squares; Least squares orthogonal polynomials; Least
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squares problems; Nonlinear least squares: Newton-type
methods; Nonlinear least squares problems; Nonlinear least
squares: trust region methods)
(refers to: ABS algorithms for linear equations and linear
least squares; Gauss-Newton method: Least squares,
relation to Newton’s method; Generalized total least
squares; Least squares orthogonal polynomials; Least
squares problems; Nonlinear least squares: Newton-type
methods; Nonlinear least squares problems; Nonlinear least
squares: trust region methods)
ABS class see: basic —; scaled —; unsealed —
ABS class of algorithms see: scaled —
ABS methods
[65K05, 65K10]
(see: ABS algorithms for linear equations and linear least
squares; ABS algorithms for optimization)
absolute deviation see: least —; maximum —; mean —
absolute estimation
[26A24, 65D25]
(see: Automatic differentiation: introduction, history and
rounding error estimation)
absolute limit
[01A99]
(see: Gauss, Carl Friedrich)
absolute qualification rule
[90C35]
(see: Feedback set problems)
absolutely continuous functional
[90C15]
(see: Stochastic programming: nonanticipativity and
lagrange multipliers)
abstract constraint
[49K27, 49K40, 90C30, 90C31]
(see: Second order constraint qualifications)
abstract constraints
[49K27, 49K40, 90C30, 90C31]
(see: First order constraint qualifications)
abstract convex analysis
[90C26]
(see: Global optimization: envelope representation)
abstract convex function
[90C26]
(see: Global optimization: envelope representation)
abstract convexity
[90C26]
(see: Global optimization: envelope representation)
abstract convexity
[90C26]
(see: Global optimization: envelope representation)
abstract group see: realization of an —
abstract hemivariational inequality
[49]52, 49505, 74G99, 74H99, 74Pxx, 90C33]
(see: Hemivariational inequalities: applications in
mechanics)
abstract variational inequality of elliptic type
[65M60]
(see: Variational inequalities: F. E. approach)
AC3
[65G20, 65G30, 65G40, 68T20]
(see: Interval constraints)

acceleration devices and related techniques
[65G20, 65G30, 65G40, 65K05, 90C30]
(see: Interval global optimization)
acceleration function see: the mid-point —
acceleration steps
[90C30]
(see: Cyclic coordinate method)
accelleration of algorithms
[65G20, 65G30, 65G40, 65K05, 90C30]
(see: Interval global optimization)
acceptance measure
(see: Bayesian networks)
acceptance/rejection
[65C30, 65C40, 65C50, 65C60, 65Cxx, 65K05, 90C10, 90C26,
90C27,90C30]
(see: Multidimensional knapsack problems; Stochastic
global optimization: two-phase methods)
accepted by a Turing machine see: language —
accepting see: threshold —
accepting algorithms see: threshold —
accepting computation of a Turing machine
[90C60]
(see: Complexity classes in optimization)
accepting state of a Turing machine
[90C60]
(see: Complexity classes in optimization)
access machine see: parallel random —
accessibility form of CEP see: restricted —
accessible form of CEP see: universally —
accessible state
[93-XX]
(see: Dynamic programming: optimal control applications)
accessory minimum problem
[49M29, 65K10, 90C06]
(see: Dynamic programming and Newton’s method in
unconstrained optimal control)
ACCPM
[90B10, 90C05, 90C06, 90C35]
(see: Nonoriented multicommodity flow problems)
accumulate
[49M29, 65K10, 90C06]
(see: Local attractors for gradient-related descent iterations)
accumulation of the Jacobian
[65D25, 68W30]
(see: Complexity of gradients, Jacobians, and Hessians)
accuracy
[93-XX]
(see: Dynamic programming: optimal control applications)
achievable region method
[90B36]
(see: Stochastic scheduling)
achievement
[90C29]
(see: Multiple objective programming support)
achievement function
[90C11, 90C29]
(see: Multi-objective mixed integer programming; Multiple
objective programming support)
achievement scalarizing program
[90C11, 90C29]
(see: Multi-objective mixed integer programming)
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acid see: amino —
acquisitions see: Multicriteria methods for mergers and —
across a fault see: jump —
across an s—t-cut see: flow —
action see: Clarke dual —; corrective —; recourse —; total —
action algorithm see: row- —
action method see: row- —
actions see: recourse —
activation function
[90C27, 90C30]
(see: Neural networks for combinatorial optimization)
active
[05C85, 46N10, 47N10, 49M37, 65K10, 90C10, 90C26, 90C30,
90C46, 90C60]
(see: Complexity of degeneracy; Directed tree networks;
Global optimization: tight convex underestimators; Integer
programming duality; Railroad locomotive scheduling)
active see: p-order —
active constraint
[90C30]
(see: Rosen’s method, global convergence, and Powell’s
conjecture)
active constraints
[90C26, 90C30, 90C39]
(see: Bilevel optimization: feasibility test and flexibility
index; Kuhn-Tucker optimality conditions; Second order
optimality conditions for nonlinear optimization)
active constraints
[90C26, 90C60]
(see: Bilevel optimization: feasibility test and flexibility
index; Complexity of degeneracy)
active constraints see: strongly —
active function
[49K35, 49M27, 65K10, 90C25]
(see: Convex max-functions)
active index
[65K05, 90C26, 90C33, 90C34]
(see: Adaptive convexification in semi-infinite
optimization)
active index set
[49]52, 49K35, 49M27, 49Q10, 57R12, 65K10, 74G60, 74H99,
74K99, 74Pxx, 90C25, 90C31, 90C34, 90C46, 90C90]
(see: Convex max-functions; Generalized semi-infinite
programming: optimality conditions; Quasidifferentiable
optimization: stability of dynamic systems; Semi-infinite
programming: second order optimality conditions;
Smoothing methods for semi-infinite optimization)
active index set see: essentially —
active inequality constraints
[90C26]
(see: Smooth nonlinear nonconvex optimization)
active points see: set of e-most —
active ridge
[90Cxx]
(see: Discontinuous optimization)
active set
[65K05, 65K10, 90C20, 90C30]
(see: ABS algorithms for optimization; Quadratic
programming with bound constraints; Rosen’s method,
global convergence, and Powell’s conjecture)

active set algorithm
[65K05, 90C20]
(see: Quadratic programming with bound constraints)
active set method
[90Cxx]
(see: Discontinuous optimization)
active set methods
[49M37, 65K05, 90C25, 90C30, 90C60]
(see: Complexity of degeneracy; Inequality-constrained
nonlinear optimization; Successive quadratic
programming: full space methods)
active set methods
[90C25, 90C30, 90C60, 90Cxx]
(see: Complexity of degeneracy; Discontinuous
optimization; Successive quadratic programming;
Successive quadratic programming: full space methods;
Successive quadratic programming: solution by active sets
and interior point methods)
active set quadratic programming methods
[62G07, 62G30, 65K05]
(see: Isotonic regression problems)
active set strategies
[65K05, 90C20]
(see: Quadratic programming with bound constraints)
active set strategy
[90C25, 90C30]
(see: Successive quadratic programming: solution by active
sets and interior point methods)
active set strategy see: Goldfarb-Idnani —
active sets and interior point methods see: Successive
quadratic programming: solution by —
active site
[92B05]
(see: Genetic algorithms for protein structure prediction)
active site
[92B05]
(see: Genetic algorithms for protein structure prediction)
activities see: matrix of —
activity see: direction, preserving an —
activity coefficient
[90C30]
(see: Nonlinear systems of equations: application to the
enclosure of all azeotropes)
actual
[65H20]
(see: Multi-scale global optimization using
terrain/funneling methods)
acute angle condition
[47]20, 4940, 65K10, 90C33]
(see: Solution methods for multivalued variational
inequalities)
acyclic oriented matroid
[90C09, 90C10]
(see: Oriented matroids)
acyclic oriented matroid see: totally —
acyclic subdigraph problem
[90C08, 90C11, 90C27, 90C57, 90C59]
(see: Quadratic assignment problem)
acyclic tournament see: spanning —
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AD
[49-04, 65Y05, 68N20]
(see: Automatic differentiation: parallel computation)
AD see: error estimates for —; forward mode of —; point —;
reverse mode of —
AD algorithm see: forward mode of an —; reverse mode of
an —
AD-enabled parallelism
[49-04, 65Y05, 68N20]
(see: Automatic differentiation: parallel computation)
ad hoc networks see: Optimization in —
AD intermediate form
[49-04, 65Y05, 68N20]
(see: Automatic differentiation: parallel computation)
AD of parallel programs
[49-04, 65Y05, 68N20]
(see: Automatic differentiation: parallel computation)
AD tools see: parallel —
ADO1
[65K05, 90C30]
(see: Automatic differentiation: point and interval taylor
operators)
Adams-Johnson linearization
[90C08, 90C11, 90C27, 90C57, 90C59]
(see: Quadratic assignment problem)
adaptation
(see: Bayesian networks)
adaptation see: subinterval —
adaptive aggregation method
[491.20, 90C39]
(see: Dynamic programming: discounted problems)
adaptive algorithm
[60]65, 68Q25]
(see: Adaptive global search)
adaptive algorithm
[60]65, 68Q25]
(see: Adaptive global search)
adaptive computational method
[34-XX, 49-XX, 65-XX, 68-XX, 90-XX]
(see: Nonlocal sensitivity analysis with automatic
differentiation)
adaptive computational method
[34-XX, 49-XX, 65-XX, 68-XX, 90-XX]
(see: Nonlocal sensitivity analysis with automatic
differentiation)
Adaptive convexification in semi-infinite optimization
(90C34, 90C33, 90C26, 65K05)
(refers to: a BB algorithm; Bilevel optimization: feasibility
test and flexibility index; Convex discrete optimization;
Generalized semi-infinite programming: optimality
conditions)
adaptive) decision see: ex-post (risk prone —
Adaptive global search
(60]65, 68Q25)
(referred to in: Adaptive simulated annealing and its
application to protein folding; Global optimization based
on statistical models)
(refers to: Adaptive simulated annealing and its application
to protein folding; Global optimization based on statistical
models)

adaptive homotopy
[34-XX, 49-XX, 65-XX, 68-XX, 90-XX]
(see: Nonlocal sensitivity analysis with automatic
differentiation)

adaptive homotopy
[34-XX, 49-XX, 65-XX, 68-XX, 90-XX]
(see: Nonlocal sensitivity analysis with automatic
differentiation)

adaptive memory
[05-04, 90C27]
(see: Evolutionary algorithms in combinatorial
optimization)

adaptive methods
[49M37, 65K05, 68Q05, 68Q10, 68Q25, 90C05, 90C25,
90C26]
(see: Information-based complexity and information-based
optimization; Nonlinear least squares: Newton-type
methods)

adaptive methods
[49M37, 60]65, 68Q25]
(see: Adaptive global search; Nonlinear least squares:
Newton-type methods)

adaptive partitioning
[65K05, 90C26, 90C30]
(see: Bounding derivative ranges; Direct global
optimization algorithm)

adaptive random search method
[65K05, 90C30]
(see: Random search methods)

adaptive search
[65K05, 90C26, 90C30, 90C90]
(see: Global optimization: hit and run methods; Random
search methods)

adaptive search
[90C08, 90C11, 90C26, 90C27, 90C90]
(see: Biquadratic assignment problem; Global optimization:
hit and run methods)

adaptive search see: greedy randomized —; hesitant —;
pure —

adaptive search procedure see: greedy randomized —

adaptive search procedures see: Greedy randomized —

adaptive simulated annealing
[92C05]
(see: Adaptive simulated annealing and its application to
protein folding)

adaptive simulated annealing
[92C05]
(see: Adaptive simulated annealing and its application to
protein folding)

Adaptive simulated annealing and its application to protein
folding
(92C05)
(referred to in: Adaptive global search; Bayesian global
optimization; Genetic algorithms; Genetic algorithms for
protein structure prediction; Global optimization based on
statistical models; Global optimization in Lennard-Jones
and morse clusters; Graph coloring; Molecular structure
determination: convex global underestimation;
Monte-Carlo simulated annealing in protein folding;
Multiple minima problem in protein folding: ¢ BB global
optimization approach; Phase problem in X-ray
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crystallography: Shake and bake approach; Random search
methods; Simulated annealing; Simulated annealing
methods in protein folding; Stochastic global optimization:
stopping rules; Stochastic global optimization: two-phase
methods)
(refers to: Adaptive global search; Bayesian global
optimization; Genetic algorithms; Genetic algorithms for
protein structure prediction; Global optimization based on
statistical models; Global optimization in Lennard-Jones
and morse clusters; Global optimization in protein folding;
Molecular structure determination: convex global
underestimation; Monte-Carlo simulated annealing in
protein folding; Multiple minima problem in protein
folding: e BB global optimization approach; Packet
annealing; Phase problem in X-ray crystallography: Shake
and bake approach; Protein folding: generalized-ensemble
algorithms; Random search methods; Simulated annealing;
Simulated annealing methods in protein folding; Stochastic
global optimization: stopping rules; Stochastic global
optimization: two-phase methods)

adaptive subdivision rule
[90C26]
(see: D.C. programming)

addition with order see: first order theory of real —

additional reverse convex constraint see: linear program with
an —

additive tree
[62H30, 90C27]
(see: Assignment methods in clustering)

additive utility functions
[90C26, 91B28]
(see: Portfolio selection and multicriteria analysis)

additive utility functions
[90C26, 90C29, 91B28]
(see: Decision support systems with multiple criteria;
Portfolio selection and multicriteria analysis)

adic assignments problems see: N- —

aDIFOR
[65K05, 90C30]
(see: Automatic differentiation: calculation of the Hessian;
Automatic differentiation: point and interval taylor
operators)

adjacency graph
[90B80]
(see: Facilities layout problems)

adjacency graph
[90B80]
(see: Facilities layout problems)

adjacency matrix
[05C15, 05C17, 05C35, 05C60, 05C69, 37B25, 90C20, 90C22,
90C27, 90C35, 90C59, 91A22]
(see: Lovasz number; Replicator dynamics in combinatorial
optimization)

adjacent
[05C15, 05C17, 05C35, 05C69, 90C22, 90C35]
(see: Graph coloring; Lovasz number)

adjacent channel constrained frequency assignment
[05-XX]
(see: Frequency assignment problem)

adjacent vertices in a graph
[05C60, 05C69, 37B25, 90C20, 90C27, 90C35, 90C59, 91A22]
(see: Replicator dynamics in combinatorial optimization)
adjacent violators algorithm see: pool —
adjoint
[65K05, 651.99, 90C30, 93-XX]
(see: Automatic differentiation: calculation of Newton steps;
Optimization strategies for dynamic systems)
adjoint-based gradient
[651.99, 93-XX]
(see: Optimization strategies for dynamic systems)
adjoint derivative method
[90C26, 90C90]
(see: Structural optimization: history)
adjoint equation see: extended —
adjoint linear map
[49M29, 65K10, 90C06]
(see: Dynamic programming and Newton’s method in
unconstrained optimal control)
adjoint methods
[65L99, 93-XX]
(see: Optimization strategies for dynamic systems)
adjoint problem
[49M37, 90C11]
(see: MINLP: applications in the interaction of design and
control)
adjoint program
[26A24, 65D25]
(see: Automatic differentiation: introduction, history and
rounding error estimation)
adjoint recursion
[49M29, 65K10, 90C06]
(see: Dynamic programming and Newton’s method in
unconstrained optimal control)
adjoint variables
[65L99, 93-XX]
(see: Optimization strategies for dynamic systems)
adjoints
[65H99, 65K99]
(see: Automatic differentiation: point and interval)
adjoints see: second order —
adjustment
[90B80, 90C10]
(see: Facility location problems with spatial interaction)
adjustment see: multiplier —; simultaneous —
adjustment process
[65K10, 90C90]
(see: Variational inequalities: projected dynamical system)
adjustment process see: trip-route choice —
admissible arc
[90C35]
(see: Maximum flow problem)
admissible cluster
[62H30, 90C39]
(see: Dynamic programming in clustering)
admissible displacement see: kinematically —
admissible domain
[49]20, 49]52]
(see: Shape optimization)
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admissible pair of a monomial ideal
[13Cxx, 13Pxx, 14Qxx, 90Cxx]
(see: Integer programming: algebraic methods)
admissible pair of trajectory and control functions see:
asymptotically —
admissible pair of trajectory-function and control-function
[03H10, 4927, 90C34]
(see: Semi-infinite programming and control problems)
admissible pivot
[05B35, 65K05, 90C05, 90C20, 90C33]
(see: Criss-cross pivoting rules)
admissible policy
[491.20, 90C39]
(see: Dynamic programming: discounted problems)
admissible solution
[90C15, 90C29]
(see: Discretely distributed stochastic programs: descent
directions and efficient points)
admissible solution
[90C15, 90C29]
(see: Approximation of extremum problems with
probability functionals; Discretely distributed stochastic
programs: descent directions and efficient points)
admissible space see: kinetically —
admissible trajectory-control pair
[03H10, 49]27, 90C34]
(see: Semi-infinite programming and control problems)
ADOL-C
[65K05, 90C30]
(see: Automatic differentiation: point and interval taylor
operators)
ADOL-F
[65K05, 90C30]
(see: Automatic differentiation: calculation of the Hessian;
Automatic differentiation: point and interval taylor
operators)
advance
[03B50, 68T15, 68T30]
(see: Finite complete systems of many-valued logic algebras)
advanced basis
[90C05, 90C06, 90C08, 90C10, 90C11]
(see: Integer programming: branch and bound methods)
advanced search heuristics
[05C69, 05C85, 68W01, 90C59]
(see: Heuristics for maximum clique and independent set)
advanced warmstart
[90C05, 90C06, 90C08, 90C10, 90C11]
(see: Integer programming: branch and bound methods)
adversary
[05C85]
(see: Directed tree networks)
aEL
[74A40, 90C26]
(see: Shape selective zeolite separation and catalysis:
optimization methods)
affine
[65K05, 90C30]
(see: Minimax: directional differentiability)
affine equilibrium constraints see: mathematical program
with —

affine function
[32B15, 51E15, 51N20, 90C26, 90C39]
(see: Affine sets and functions; Second order optimality
conditions for nonlinear optimization)
affine functions see: product of —; program of minimizing
a product of two —
affine-reduced-Hessian
[90C30]
(see: Conjugate-gradient methods)
affine reduced Hessian see: limited-memory —
affine-reduced-Hessian algorithm
[90C30]
(see: Conjugate-gradient methods)
affine reduction see: successive —
affine reduction BFGS algorithm see: successive —
affine scaling algorithm
[90C05]
(see: Linear programming: interior point methods; Linear
programming: karmarkar projective algorithm)
affine scaling SQPIP methods
[49K20, 49M99, 90C55]
(see: Sequential quadratic programming: interior point
methods for distributed optimal control problems)
affine set
[32B15, 51E15, 51N20]
(see: Affine sets and functions)
Affine sets and functions
(51E15, 32B15, 51N20)
(referred to in: Linear programming; Linear space)
(refers to: Convex max-functions; Linear programming;
Linear space)
after-arrival see: duty- —
afterset
[03B52, 03E72, 47540, 68127, 68135, 68Uxx, 90Bxx, 91 Axx,
91B06, 92C60]
(see: Boolean and fuzzy relations)
afterset representation of relations see: foreset and —
against all see: one —
against one see: one —
agent see: principal —
agents see: mass separating —
aggregate excess demand function
[91B50]
(see: Walrasian price equilibrium)
aggregate excess demand function
[91B50]
(see: Walrasian price equilibrium)
aggregation
[90C05, 90C06, 90C08, 90C10, 90C11]
(see: Integer programming: branch and bound methods)
Aggregation
(see: Optimal planning of offshore oilfield infrastructure)
aggregation see: feature-based —; scenario —
aggregation function
[90C30, 90C90]
(see: Decomposition techniques for MILP: lagrangian
relaxation)
aggregation heuristic
[68T99, 90C27]
(see: Capacitated minimum spanning trees)
aggregation method see: adaptive —
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aggregation schemes
[90C30, 90C90]
(see: Decomposition techniques for MILP: lagrangian
relaxation)
Agmon-Motzkin-Fourier relaxation method
[90C25, 90C33, 90C55]
(see: Splitting method for linear complementarity
problems)
agricultural risks
[90C15]
(see: Two-stage stochastic programming: quasigradient
method)
agricultural risks
[90C15]
(see: Two-stage stochastic programming: quasigradient
method)
agricultural systems see: State of the artin modeling —
agriculture
[90C29, 90C30, 90C90]
(see: Decision support systems with multiple criteria;
MINLP: applications in blending and pooling problems)
ahead rules see: look- —
AHP
[90C29]
(see: Estimating data for multicriteria decision making
problems: optimization techniques)
AHP
[90C29]
(see: Estimating data for multicriteria decision making
problems: optimization techniques)
aHT
[74A40, 90C26]
(see: Shape selective zeolite separation and catalysis:
optimization methods)
aid see: multicriteria decision —
AIDA*
[03B52, 03E72, 47540, 68T27, 68T35, 68Uxx, 90Bxx, 91 Axx,
91B06, 92C60]
(see: Boolean and fuzzy relations)
aided techniques see: computer —
AIF
[49-04, 65Y05, 68N20]
(see: Automatic differentiation: parallel computation)
air pollution
[90C05, 90C34]
(see: Semi-infinite programming: methods for linear
problems)
air pollution
[90C05, 90C34]
(see: Semi-infinite programming: methods for linear
problems)
air traffic control see: ground delay problem in —
air traffic control and ground delay programs
[90B06, 90C06, 90C08, 90C35, 90C90]
(see: Airline optimization)
aircraft routing
[90B06, 90C06, 90C08, 90C35, 90C90]
(see: Airline optimization)
aircraft routing
[90B06, 90C06, 90C08, 90C35, 90C90]
(see: Airline optimization)

airline crew scheduling
[90C35]
(see: Multicommodity flow problems)
airline fleet assignment
[90C35]
(see: Multicommodity flow problems)
airline maintenance routing problem
[90C35]
(see: Multicommodity flow problems)
Airline optimization
(90B06, 90C06, 90C08, 90C35, 90C90)
(referred to in: Integer programming; Vehicle scheduling)
(refers to: Integer programming; Vehicle scheduling)
airplane hopping problem
[90C35]
(see: Minimum cost flow problem)
Aitken double sweep method
[90C30]
(see: Cyclic coordinate method)
Aitken double sweep method
[90C30]
(see: Cyclic coordinate method)
Aizenberg-Rabinovich system
[03B50, 68T15, 68T30]
(see: Finite complete systems of many-valued logic
algebras)
Akaike information criterion
[62F10, 94A17]
(see: Entropy optimization: parameter estimation)
Alanine) see: Poly(L- —
algebra see: Boolean —; Boolean 2-valued logic —;
computer —; Fundamental theorem of —; Lie —; linear —;
many-valued logic —; MV- —; Orlik-Solomon —; Pi- —;
Pinkava —; Pinkava logical —; relational interval —; V —;
von Neumann —; Wx- —; Zhegalkin —
algebra connective see: logic —
algebra framework see: linear —
algebra package see: computer —
algebraic equations
[01A60, 03B30, 54C70, 68Q17]
(see: Hilbert’s thirteenth problem)
algebraic equations
[01A60, 03B30, 54C70, 68Q17]
(see: Hilbert’s thirteenth problem)
algebraic equations see: differential and —; linear —
algebraic expressions
(see: Planning in the process industry)
algebraic methods see: Integer programming: —
algebraic modeling language
[90C10, 90C30]
(see: Modeling languages in optimization: a new
paradigm)
algebraic modeling languages
(see: Planning in the process industry)
algebraic QAP
[90C08, 90C11, 90C27, 90C57, 90C59]
(see: Quadratic assignment problem)
algebraic quadratic assignment problem
[90C08, 90C11, 90C27, 90C57, 90C59]
(see: Quadratic assignment problem)
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algebraic statistics
[05A, 15A, 51M, 52A, 52B, 52C, 62H, 68Q, 68R, 68U, 68W,
90B, 90C]
(see: Convex discrete optimization)

algebraically decreasing tail see: RSM-distribution with —

algebras see: application of PI- —; complexity theory of PI- —;
families of Pi- —; Finite complete systems of many-valued
logic —; functional completeness of PI-—; functionally
complete normal forms of Pi- —; many-valued families of
the Pinkava logic —; Pl-logic —; taxonomy of Pi-logic —;
use of PI- —

algebras and 2-valued normal forms see: Pl- —

algebras of many-valued logics see: taxonomy of the PI- —

algorithm
[90C06, 90C10, 90C11, 90C30, 90C57, 90C90]
(see: Decomposition principle of linear programming;
Modeling difficult optimization problems)

algorithm see: A* search —; active set —; adaptive —;
affine-reduced-Hessian —; affine scaling —; alpha-beta —;
BB —; aBB global optimization —; approximation —;
asynchronous —; asynchronous parallel CA —; auction —;
augmenting path —; Balas —; Bialas—Karwan Kth-best —;
binary search —; branch and bound —; branch and
contract —; branching —; Buchberger —; bundle —;
cCOMB —; CG-related —; CGU —; clustering —;
combinatorial —; complexity of an —; conical —; conjugate
residual —; consistent labeling —; Conti-Traverso —;
continuous-time equivalent of the dynamic
programming —; convergent —; Convex-simplex —;
copolyblock —; Corley—-Moon —; Craig —; Craig conjugate
gradient type —; cross decomposition —; cutting plane —;
cycle-canceling —; cycling —; Dai-Yuan —;
Daniel-Gragg-Kaufmann-Stewart reorthogonalized
Gram-Schmidt —; descent —; descent in a nonlinear
programming —; deterministic global optimization —;
dimension-by-dimension —; Dinkelbach —; Direct global
optimization —; discrete polyblock —; distributed game
tree search —; division —; dual exterior point —;
dual-scaling —; dual-scalings —; dual simplex —; dynamic
programming —; efficient —; efficient polynomially
bounded polynomial time —; EGOP —; ellipsoid —;
Elzinga—Hearn —; EM —; entropic proximal point —;
equilibration —; Esau-Williams —; evolutionary —;
exact —; exact penalty function based —;
expectation-maximization —; exponential —; exponential
time —; Extended cutting plane —; extra-gradient —;
Feed —; Fletcher-Reeves —; Ford-Fulkerson —; forward
mode of an AD —; Frank-Wolfe —; Gauss-Seidel —;
general —; general structure mixed integer BB —;
generalized bisection —; generalized game tree search —;
generalized primal-relaxed dual —; generic augmenting
path —; generic preflow-push —; generic vertex
insertion —; globally convergent —; globally convergent
probability-one homotopy —; GMIN-aBB —;
Goldfarb-Wang —; Gomory cutting plane —; gOP —;
gradient-free —; gradient-free minimization —; gradient
projection —; graph collapsing auction —; greedy —;
grouping genetic —; Gsat —; heavy ball —;
Hestenes-Stiefel —; heuristic —; hide-and-seek —; high
failure of the alpha-beta —; hit and run —;
homogeneous —; Hopcroft-Tarjan planarity-testing —;

Huang —; Hungarian —; hybrid —; implicit Choleski —;
Implicit LU —; Implicit LX —; implicit QR —; incremental —;
incremental-iterative solution —; incremental negamax —;
infeasible-start interior-point —; Ingber —; interior

point —; interval Newton —; Jacobi —; Jliinger-Mutzel
branch and cut —; K-iterated tour partitioning —;
Karmarkar —; Kruskal —; Lanczos —; learning —;

Lemke’s —; Levenberg-Marquardt —; lexicographic

search —; limited-memory —; limited-memory
reduced-Hessian BFGS —; linear —; Linear programming:
karmarkar projective —; low failure of the alpha-beta —;
machine-learning —; mandatory work first —; Martin —;
max—flow —; minimax —; minimum lower set —; MINLP:
branch and bound global optimization —; MINLP: outer
approximation —; modified Huang —; modified Kruskal —;
modified Prim —; modified standard auction —;
Monte-Carlo simulation —; multilevel —; naive auction —;
NC —; nDOMB —; nearest insertion optimal partitioning —;
Nelder-Mead —; network simplex —; nondeterministic
polynomial —; nondeterministic polynomial time —;
nonsmooth SSC-SABB —; on-line —; one clause at a time —;
operator splitting —; optimal —; optimal state space
search —; outer approximation —; P- —; parallel —; parallel
minimax tree —; parallel routing —; parallel savings —;
parallel-tangents —; Parametric linear programming: cost
simplex —; parametric objective simplex —; parametric
right-hand side simplex —; PARTAN —; partial proximal
point —; path following —; perceptron —; pivot —;
pivoting —; Piyavskii-Shubert —; Pnueli —;
Polyak-Polak-Ribiére —; polyblock —; polynomial —;
polynomial time —; polynomial time deterministic —; pool
adjacent violators —; potential reduction —; potential
smoothing —; predictor-corrector —; preflow-push —;
primal-dual —; primal-dual potential reduction —;
primal-dual scaling —; primal potential reduction —;
primal-scaling —; primal simplex —; principal pivot —;
principal variation splitting —; probabilistic analysis of

an —; projected gradient —; projective —; proximal

point —; pseudopolynomial —; pseudopolynomial time —;
QPP —; quadratic proximal point —; RA —; randomized —;
recursive —; recursive least squares —; recursive state
space search —; reduced gradient —; regularized
Frank-Wolfe —; regularized stochastic decomposition —;
relative positioning —; relaxation —; relaxation labeling —;
reverse mode of an AD —; reverse polyblock —; revised
polyblock —; revised reverse polyblock (copolyblock) —;
row-action —; Schaible —; sequential CA —; Sequential
cutting plane —; sequential deterministic —; sequential
minimax game tree —; shadow-vertex —; shake and

bake —; simplex —; simplex type —; simulated annealing
and genetic —; SMIN-aBB —; Smith-Walford-one —;
special structure mixed integer &BB —; SQP type —;
SSC-SABB —; sSC-SBB —; state space search —; steepest
descent —; stochastic decomposition —; strongly
polynomial —; strongly polynomial time —; subgradient
projection —; successive affine reduction BFGS —;
successive shortest path —; supervisor —; sweep —;
synchronized distributed state space search —;
synchronized parallel CA —; synchronous implementation
of the auction —; TCF of an —; three phase —;
three-term-recurrence —; time complexity function of
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an —; totally asynchronous implementation of the
auction —; tree-splitting —; truncated Buchberger —;
unified —; UTASTAR —; variable-storage —; variant of the
simplex —; virtual source —; weakly polynomial time —;
Zangwill —
algorithm analysis see: nondegeneracy assumption for —
algorithm for axial MITPs see: greedy —
algorithm of complexity O(n°)
[90C60]
(see: Computational complexity theory)
algorithm (definition) see: optimization —
algorithm design
[05-04, 65K05, 65Y05, 90C27]
(see: Evolutionary algorithms in combinatorial
optimization; Parallel computing: models)
algorithm design see: model for parallel —
algorithm for entropy optimization see: path following —
algorithm greedy-expanding
[05A18, 05D15, 68M07, 68M10, 68Q25, 68R05]
(see: Maximum partition matching)
algorithm partition-flipping
[05A18, 05D15, 68M07, 68M10, 68Q25, 68R05]
(see: Maximum partition matching)
algorithm partition-matching-I
[05A18, 05D15, 68M07, 68M10, 68Q25, 68R05]
(see: Maximum partition matching)
algorithm polynomial of degree c
[90C60]
(see: Computational complexity theory)
algorithm pre-matching
[05A18, 05D15, 68M07, 68M10, 68Q25, 68R05]
(see: Maximum partition matching)
algorithm and robust stopping criteria see: Dykstra’s —
algorithm running in O(n®) time
[90C60]
(see: Computational complexity theory)
algorithm-SCG
(see: Railroad crew scheduling)
algorithm for solving CAP on trees see: exact —
algorithm solving a problem instance in time m
[90C60]
(see: Computational complexity theory)
algorithm for weighted graph planarization see: branch and
bound —
algorithmic approximation
[90C31]
(see: Sensitivity and stability in NLP: approximation)
algorithmic complexity
[90C60]
(see: Kolmogorov complexity)
Algorithmic complexity
[90C60]
(see: Kolmogorov complexity)
algorithmic definition
[65H99, 65K99]
(see: Automatic differentiation: point and interval)
algorithmic development
[49M37, 90C11]
(see: MINLP: applications in the interaction of design and
control)

algorithmic differentiation
[65D25, 68W30]
(see: Complexity of gradients, Jacobians, and Hessians)
algorithmic entropy
[90C60]
(see: Kolmogorov complexity)
Algorithmic entropy
[90C60]
(see: Kolmogorov complexity)
Algorithmic improvements using a heuristic parameter, reject
index for interval optimization
(65K05, 90C30)
(refers to: Interval analysis: unconstrained and constrained
optimization; Interval Newton methods)
algorithmic information
[90C60]
(see: Kolmogorov complexity)
Algorithmic information
[90C60]
(see: Kolmogorov complexity)
algorithmic knowledge
[90C10, 90C30]
(see: Modeling languages in optimization: a new paradigm)
algorithmic language
[90C10, 90C30]
(see: Modeling languages in optimization: a new paradigm)
algorithmic language
[90C10, 90C30]
(see: Modeling languages in optimization: a new paradigm)
algorithmic randomness
[90C60]
(see: Kolmogorov complexity)
Algorithmic randomness
[90C60]
(see: Kolmogorov complexity)
algorithms
[05C69, 05C85, 49]35, 49K35, 49M37, 52B11, 52B45, 52B55,
62C20, 62G07, 62G30, 65K05, 65K10, 68Q25, 68W01, 90C26,
90C27, 90C30, 90C35, 90C59, 90C60, 91A05, 91A12, 91A40,
91B28]
(see: a BB algorithm; Combinatorial optimization games;
Competitive ratio for portfolio management; Graph
coloring; Heuristics for maximum clique and independent
set; Inequality-constrained nonlinear optimization;
Isotonic regression problems; Minimax game tree
searching; Volume computation for polytopes: strategies
and performances)
algorithms see: accelleration of —; approximation —;
Asynchronous distributed optimization —; asynchronous
iterative —; auction —; average case complexity of —;
branch and bound —; bundle —; CA —; complexity theory
of —; Cost approximation —; decomposition —;
decomposition CA —; discrete-time —; efficient —;
evolutionary —; exact —; fixed parameter tractable —;
generic shortest path —; genetic —; geometric —; graph
collapsing in auction —; graph reduction in auction —;
greedy —; heuristic —; heuristic-metaheuristic —; hit and
run —; inexact proximal point —; Integer programming:
branch and cut —; Integer programming: cutting plane —;
interior point —; local greedy —; local search —;
memetic —; nonlinear CG-related —; numerical —;



Subject Index

4081

optimal —; optimization —; pair assignment —; parallel —;
polynomial time —; potential reduction —; primal and dual
simplex —; Probabilistic analysis of simplex —; Protein
folding: generalized-ensemble —; proximal —; random
search —; randomized —; reducibility of —; robust —;
scaled ABS class of —; search —; Shortest path tree —;
simplicial —; Simplicial decomposition —; single
assignment —; SLP —; smoothing —; solution —; SSC
minimization —; Stable set problem: branch & cut —;
Standard quadratic optimization problems: —; supervisor
and searcher cooperation minimization —; threshold
accepting —; training —; unconstrained optimization —;
varying dimension pivoting —; virtual source conceptin
auction —

algorithms in combinatorial optimization see: Evolutionary —

algorithms and complexity see: Regression by special
functions: —

algorithms for entropy optimization
[90C25, 94A17]
(see: Entropy optimization: shannon measure of entropy
and its properties)

algorithms for entropy optimization see: interior point —

algorithms for financial planning problems see: Global
optimization —

algorithms for GAP see: approximation —

Algorithms for genomic analysis
(90C27, 90C35, 90C11, 65K05, 90-08, 90-00)

algorithms for hypodifferentiable functions see:
Quasidifferentiable optimization: —

algorithms for integer programming see: Simplicial pivoting —

algorithms for isotonic regression problems
[62G07, 62G30, 65K05]
(see: Isotonic regression problems)

algorithms for linear equations and linear least squares see:
Abaffi-Broyden-Spedicato —; ABS —

algorithms for linear programming generating two paths see:
Pivoting —

algorithms for nonconvex minimization problems see:
decomposition —

algorithms for nonsmooth and stochastic optimization see:
SSC minimization —

algorithms for optimization see: ABS —

algorithms in pattern recognition see: Complementarity —

algorithms for protein structure prediction see: Genetic —

algorithms for QD functions see: Quasidifferentiable
optimization: —

algorithms in resource allocation problems see: Combinatorial
optimization —

algorithms and software see: Continuous global optimization:
models —

algorithms for the solution of multistage mean-variance
optimization problems see: Decomposition —

algorithms for stochastic bilevel programs
[90C15, 90C26, 90C33]
(see: Stochastic bilevel programs)

algorithms for stochastic linear programming problems see:
Stabilization of cutting plane —

algorithms for the traveling salesman problem see: Heuristic
and metaheuristic —

algorithms for unconstrained minimization
[65K05, 90C30]
(see: Nondifferentiable optimization: minimax problems)
algorithms for unconstrained optimization see: New hybrid
conjugate gradient —; Performance profiles of
conjugate-gradient —
algorithms for the vehicle routing problem see:
Metaheuristic —
aligned ellipsoid see: coordinate- —
alignment see: communication-free —; multiple sequence —;
trace of an —
alignment constraint
[05-02, 05-04, 15A04, 15A06, 68U99]
(see: Alignment problem)
alignment-distribution graph
[05-02, 05-04, 15A04, 15A06, 68U99]
(see: Alignment problem)
alignment graph see: extended —
Alignment problem
(05-02, 05-04, 15A04, 15A06, 68U99)
(referred to in: Integer programming)
(refers to: Integer programming)
alignment problem
[05-02, 05-04, 15A04, 15A06, 68U99]
(see: Alignment problem)
alignment problem
[05-02, 05-04, 15A04, 15A06, 68U99]
(see: Alignment problem)
alignment problem see: communication-free —; constant
degree parallelism —; solution of the —
alignment via mixed-integer linear optimization see: Global
pairwise protein sequence —
all see: find one, find —; one against —
all-atom
[60]15, 60]60, 60]70, 60K35, 65C05, 65C10, 65C20, 68U20,
70-08, 82B21, 82B31, 82B41, 82B80, 92C40, 92E10]
(see: Global optimization in protein folding)
all azeotropes see: Nonlinear systems of equations: application
to the enclosure of —
all edge-directions of P see: covers —
all instances see: all-to- —; one-to- —
all-optical networks
[05C85]
(see: Directed tree networks)
all-to-all instances
[05C85]
(see: Directed tree networks)
allele
(see: Broadcast scheduling problem)
allocation see: facility location- —; marginal —; median
location- —; MINLP: application in facility location- —;
multifacility location- —; resource —; task —
allocation for epidemic control see: Resource —
allocation of gas
[76T30, 90C11, 90C90]
(see: Mixed integer optimization in well scheduling)
allocation model see: location- —
allocation phase
[90B80, 90B85]
(see: Warehouse location problem)
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allocation problem see: discrete resource —; location- —;
p-median location- —; resource —
allocation problems see: Combinatorial optimization
algorithms in resource —
allocation scheme see: randomized —
allocation subproblem
[90C26]
(see: MINLP: application in facility location-allocation)
allowed neighbor in tabu search
[03B05, 68P10, 68Q25, 68R05, 68T15, 68T20, 90C09, 90C27,
94C10]
(see: Maximum satisfiability problem)
almost complementary solutions
[65K05, 90C20, 90C33]
(see: Principal pivoting methods for linear complementarity
problems)
almost empty spaces see: analyzing —
almost at equilibrium of an assignment and a set of prices
[90C30, 90C35]
(see: Auction algorithms)
along-rays functions on topological vector spaces see:
Increasing and convex- —
alpha-beta algorithm
[49]35, 49K35, 62C20, 91A05, 91A40]
(see: Minimax game tree searching)
alpha-beta algorithm see: high failure of the —; low failure of
the —
o-concave function
[90C15]
(see: Logconcave measures, logconvexity)
o-concave function
[90C15]
(see: Logconcave measures, logconvexity)
o-concave measure
[90C15]
(see: Logconcave measures, logconvexity)
o-cut of a fuzzy relation
[03B52, 03E72, 47540, 68127, 68135, 68Uxx, 90Bxx, 91 Axx,
91B06, 92C60]
(see: Boolean and fuzzy relations)
«-divergence see: Csiszar —
alpha-helical proteins see: Predictive method for interhelical
contacts in —
o-helix
[92C05]
(see: Adaptive simulated annealing and its application to
protein folding)
o-helix
[92C40]
(see: Monte-Carlo simulated annealing in protein folding)
aBB
[49M37, 65K10, 90C26, 90C30, 92C40]
(see: BB algorithm; Multiple minima problem in protein
folding: a BB global optimization approach)
BB see: GMIN- —; MINLP: global optimization with —;
SMIN- —
aBB algorithm
(49M37, 65K10, 90C26, 90C30)
(referred to in: Adaptive convexification in semi-infinite
optimization; Bisection global optimization methods;
Continuous global optimization: applications; Continuous

global optimization: models, algorithms and software;
Convex envelopes in optimization problems; Differential
equations and global optimization; Direct global
optimization algorithm; Eigenvalue enclosures for ordinary
differential equations; Generalized primal-relaxed dual
approach; Global optimization based on statistical models;
Global optimization in batch design under uncertainty;
Global optimization in binary star astronomy; Global
optimization in generalized geometric programming;
Global optimization methods for systems of nonlinear
equations; Global optimization in phase and chemical
reaction equilibrium; Global optimization using space
filling; Hemivariational inequalities: eigenvalue problems;
Interval analysis: eigenvalue bounds of interval matrices;
Interval global optimization; MINLP: branch and bound
global optimization algorithm; MINLP: global
optimization with e BB; Quadratic knapsack; Reverse
convex optimization; Semidefinite programming and
determinant maximization; Smooth nonlinear nonconvex
optimization; Standard quadratic optimization problems:
theory; Topology of global optimization)
(refers to: Bisection global optimization methods;
Continuous global optimization: applications; Continuous
global optimization: models, algorithms and software;
Convex envelopes in optimization problems; D.C.
programming; Differential equations and global
optimization; Direct global optimization algorithm;
Eigenvalue enclosures for ordinary differential equations;
Generalized primal-relaxed dual approach; Global
optimization based on statistical models; Global
optimization in batch design under uncertainty; Global
optimization in binary star astronomy; Global
optimization in generalized geometric programming;
Global optimization methods for systems of nonlinear
equations; Global optimization in phase and chemical
reaction equilibrium; Global optimization using space
filling; Hemivariational inequalities: eigenvalue problems;
Interval analysis: eigenvalue bounds of interval matrices;
Interval global optimization; MINLP: branch and bound
global optimization algorithm; MINLP: global
optimization with « BB; Reformulation-linearization
technique for global optimization; Reverse convex
optimization; Semidefinite programming and determinant
maximization; Smooth nonlinear nonconvex optimization;
Topology of global optimization)

BB algorithm
[49M37, 65K05, 65K10, 90C11, 90C26, 90C30]
(see: a BB algorithm; MINLP: global optimization with
aBB)

BB algorithm see: general structure mixed integer —;
GMIN- —; SMIN- —; special structure mixed integer —

BB approach see: Global optimization: g- —; Global
optimization: p- —

o BB global optimization algorithm
[90C10, 90C26]
(see: MINLP: branch and bound global optimization
algorithm)

BB global optimization approach see: Multiple minima
problem in protein folding: —

alphabet see: finite —

alphabet of a Turing machine see: input —
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alternance see: Chebyshev —
alternating procedure

[90C26]

(see: MINLP: application in facility location-allocation)
alternating Turing machine

[03D15, 68Q05, 68Q15]

(see: Parallel computing: complexity classes)
alternation see: Chebyshev —
alternative see: Linear optimization: theorems of the —;

maximal —; set of decision —; theorem of the —
alternative linear system

[15A39, 90C05]

(see: Linear optimization: theorems of the alternative)
alternative and optimization see: Theorems of the —
Alternative set theory

(03E70, 03HO05, 91B16)

(referred to in: Boolean and fuzzy relations; Checklist

paradigm semantics for fuzzy logics; Finite complete

systems of many-valued logic algebras; Inference of
monotone boolean functions; Optimization in boolean
classification problems; Optimization in classifying text
documents)

(refers to: Boolean and fuzzy relations; Checklist paradigm

semantics for fuzzy logics; Finite complete systems of

many-valued logic algebras; Inference of monotone boolean
functions; Optimization in boolean classification problems;

Optimization in classifying text documents)
alternative set theory see: axioms of —
alternative systems

[15A39, 90C05]

(see: Motzkin transposition theorem)
alternative theorem

[46A20, 52A01, 90C30]

(see: Farkas lemma: generalizations)
alternative theorem

[46A20, 52A01, 90C30]

(see: Farkas lemma: generalizations)
alternative theorem see: basic —
alternatives see: finite set of the —; set of —; theorem of the —
alternatives to CG

[90C30]

(see: Conjugate-gradient methods)
amino acid

[92B05]

(see: Genetic algorithms for protein structure prediction)
amino acid

[92B05, 92C05]

(see: Adaptive simulated annealing and its application to

protein folding; Genetic algorithms for protein structure

prediction)

analog of the dynamic programming equation see:
continuous-time —

analyses see: post-optimality —

analysing declarative program structure

[90C10, 90C30]

(see: Modeling languages in optimization: a new paradigm)
analysis see: abstract convex —; Algorithms for genomic —;

applications of sensitivity —; approximation —;

asymptotic —; automated Fortran program for nonlocal

sensitivity —; average case —; cluster —; Combinatorial
matrix —; competitive —; convex —; data envelopment —;

decision —; dependence —; design —; discrete convex —;
discriminant —; domination —; equilibrium —; exploratory
statistical —; Financial applications of multicriteria —;
functional —; infinitesimal perturbation —; interval —;
investment —; linear Programming and Economic —;
marginal —; matrix —; mean-variance portfolio —;
model-based experimental —; monotonic —;
multicriteria —; nondegeneracy assumption for
algorithm —; nonlocal sensitivity —; nonsmooth —;
nonstandard —; numerical —; perturbation —; Portfolio
selection and multicriteria —; post-optimality —;
post-optimality sensitivity —; preference disaggregation —;
probabilistic —; range- —; regression —; relational —;
robust stability —; robustness —; scenario —; sensitivity —;
set-valued —; Shape reconstruction methods for
nonconvex feasibility —; shape sensitivity —; Short-term
scheduling under uncertainty: sensitivity —; stability —;
target —; time series —; value —; worst-case —

analysis of an algorithm see: probabilistic —

analysis: application to chemical engineering design problems
see: Interval —

analysis with automatic differentiation see: Nonlocal
sensitivity —

analysis and balanced interval arithmetic see: Global
optimization: interval —

analysis of cable structures see: structural —

analysis in combinatorial optimization see: Domination —

analysis of complementarity problems see: Sensitivity —

analysis: differential equations see: Interval —

analysis: eigenvalue bounds of interval matrices see: Interval —

analysis of flowsheets see: flexibility —; operability —

analysis: Fréchet subdifferentials see: Nonsmooth —

analysis: intermediate terms see: Interval —

analysis and management of environmental systems see:
Global optimization in the —

analysis methodologies see: semantic —

analysis: nondifferentiable problems see: Interval —

analysis and optimization see: nonsmooth —

analysis for optimization of dynamical systems see: Interval —

analysis of optimization problems see: stability —

analysis: parallel methods for global optimization see:
Interval —

analysis with respect to changes in cost coefficients see:
sensitivity —

analysis with respect to right-hand side changes see:
sensitivity —

analysis of simplex algorithms see: Probabilistic —

analysis Step
[90B15]
(see: Evacuation networks)

analysis: subdivision directions in interval branch and bound
methods see: Interval —

analysis system see: stability of a structural —

analysis: systems of nonlinear equations see: Interval —

analysis: unconstrained and constrained optimization see:
Interval —

analysis of variance see: one-way —

analysis of variational inequality problems see: Sensitivity —

analysis: verifying feasibility see: Interval —

analysis: weak stationarity see: Nonsmooth —
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analytic center
[46N10, 49M20, 90-00, 90-08, 90C25, 90C47]
(see: Nondifferentiable optimization; Nondifferentiable
optimization: cutting plane methods)
analytic center cutting plane method
[90B10, 90C05, 90C06, 90C35]
(see: Nonoriented multicommodity flow problems)
analytic hierarchy process
[90C29]
(see: Estimating data for multicriteria decision making
problems: optimization techniques)
analytic hierarchy process
[90C29]
(see: Estimating data for multicriteria decision making
problems: optimization techniques)
analytical approximation of linear programming
[90C05, 90C25]
(see: Young programming)
analytical approximation of a linear programming problem
[90C05, 90C25]
(see: Young programming)
analytical differentiation
[65D25, 68W30]
(see: Complexity of gradients, Jacobians, and Hessians)
analytical tractability
[90B85]
(see: Single facility location: multi-objective euclidean
distance location)
analyzing almost empty spaces
(see: Selection of maximally informative genes)
anchor
(see: Semidefinite programming and the sensor network
localization problem, SNLP)
anchor see: non- —
AND-ing
[03B52, 03E72, 47540, 68127, 68T35, 68Uxx, 90Bxx, 91 Axx,
91B06, 92C60]
(see: Boolean and fuzzy relations)
angle see: bond —; dihedral —
angle condition see: acute —; nonobtuse —; uniform —
angle method see: cutting —; Global optimization: cutting —
angle optimization see: beam —
angle selection see: beam —
angle selection and wedge orientation optimization see:
beam —
angles see: direction —
angular form see: block —
angular structure see: block- —; dual block- —
annealed replication heuristic
[05C69, 05C85, 68W01, 90C59]
(see: Heuristics for maximum clique and independent set)
annealing
[60]65, 68Q25, 90C27, 90C90]
(see: Adaptive global search; Simulated annealing)
annealing see: adaptive simulated —; Gaussian density —;
Packet —; re- —; simulated —; simulating —; stochastic
simulated —
annealing and genetic algorithm see: simulated —
annealing and its application to protein folding see: Adaptive
simulated —
annealing methods in protein folding see: Simulated —

annealing in protein folding see: Monte-Carlo simulated —
annealing schedule
[90C27, 90C90]
(see: Laplace method and applications to optimization
problems; Simulated annealing)
annealing temperature see: initial —
annexation see: polyhedral —
another) see: pseudomonotone bifunction (with respect to —
Ansatz see: reduction —
ant colony
[68T20, 68T99, 90C27, 90C59]
(see: Metaheuristics)
ant system
68120, 68199, 90C08, 90C11, 90C27, 90C57, 90C59]
(see: Metaheuristics; Quadratic assignment problem)
ant system see: MAX-MIN —
ante (risk averse, anticipative) decision see: ex- —
anti-cycling procedure
[90C60]
(see: Complexity of degeneracy)
anti-Monge inequalities
[90C08, 90C11, 90C27, 90C57, 90C59]
(see: Quadratic assignment problem)
anti-Monge matrix
[90C08, 90C11, 90C27, 90C57, 90C59]
(see: Quadratic assignment problem)
anti-Robinson
[62H30, 90C27]
(see: Assignment methods in clustering)
anti-Robinson matrix
[62H30, 90C39]
(see: Dynamic programming in clustering)
anticipative see: non- —
anticipative) decision see: ex-ante (risk averse —
anticycling
[05B35, 65K05, 90C05, 90C20, 90C33]
(see: Criss-cross pivoting rules; Least-index anticycling
rules; Lexicographic pivoting rules)
anticycling rules
[05B35, 90C05, 90C20, 90C33]
(see: Least-index anticycling rules)
anticycling rules see: Least-index —
antisymmetric partial order
[41A30, 47A99, 65K10]
(see: Lipschitzian operators in best approximation by
bounded or continuous functions)
antisymmetric relation
[03B52, 03E72, 47540, 68127, 68T35, 68Uxx, 90Bxx, 91 Axx,
91B06, 92C60]
(see: Boolean and fuzzy relations)
antisymmetric relation see: strictly —
antitone Boolean function
[90C09]
(see: Inference of monotone boolean functions)
antitone monotone Boolean function
[90C09]
(see: Inference of monotone boolean functions)
antitone operator
[90C33]
(see: Order complementarity)
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APF
[90C15]
(see: Approximation of extremum problems with
probability functionals)
appearance of control function see: linear —
application to chemical engineering design problems see:
Interval analysis: —
application to the enclosure of all azeotropes see: Nonlinear
systems of equations: —
application in facility location-allocation see: MINLP: —
application to phase equilibrium problems see: Global
optimization: —
application of PI-algebras
[03B50, 68T15, 68T30]
(see: Finite complete systems of many-valued logic algebras)
application process
[68T20, 68199, 90C27, 90C59]
(see: Capacitated minimum spanning trees; Metaheuristics)
application to protein folding see: Adaptive simulated
annealing and its —
applications
[49M37, 65K 10, 90-01, 90B30, 90B50, 90C26, 90C27, 90C30,
91B06, 91B32, 91B52, 91B60, 91B74]
(see: e BB algorithm; Bilevel programming in management;
Financial applications of multicriteria analysis; Operations
research and financial markets)
applications see: Bilevel programming: —; Continuous global
optimization: —; Dynamic programming: optimal
control —; economic —; engineering —; Invexity and its —;
medical —; minimization Methods for Non-Differentiable
Functions and —; Multi-quadratic integer programming:
models and —; multistage —; noneconomic —;
Pseudomonotone maps: properties and —;
Quasidifferentiable optimization: —; Robust linear
programming with right-hand-side uncertainty, duality
and —; scientific —; Standard quadratic optimization
problems: —; Stochastic quasigradient methods: —
applications in blending and pooling problems see: MINLP: —
applications in distillation systems see: Successive quadratic
programming: —
applications in engineering see: Bilevel programming: —
applications in environmental systems modeling and
management
[90C05]
(see: Global optimization in the analysis and management
of environmental systems)
applications in finance see: Semi-infinite programming and —
applications in the interaction of design and control see:
MINLP: —
applications in mechanics
[49]52, 49505, 74G99, 74H99, 74Pxx, 90C33]
(see: Hemivariational inequalities: applications in
mechanics)
applications in mechanics see: Hemivariational inequalities: —
applications of multicriteria analysis see: Financial —
applications to optimization problems see: Laplace method
and —
applications of parametric programming
[90C05, 90C25, 90C29, 90C30, 90C31]
(see: Nondifferentiable optimization: parametric
programming)

applications in the process industry see: Successive quadratic
programming: —

applications of sensitivity analysis
[90C31]
(see: Sensitivity and stability in NLP: approximation)

applications in the supply chain management see: Bilinear
programming: —

applications to thermoelasticity see: Quasidifferentiable
optimization: —

applications to variational inequalities and equilibrium
problems see: Generalized monotonicity: —

approach see: Archimedian —; auction —; augmented
Lagrangian decomposition —; axiomatic —; Bayesian —;
Bayesian heuristic —; Benders decomposition —; Bilevel
programming: implicit function —; closed form —;
continuously differentiable exact penalty function —;
cutting plane —; direct —; equation oriented —; Everett
generalized Lagrange multiplier —; feasibility —;
feasible —; feasible path —; Generalized primal-relaxed
dual —; Global optimization: g-«BB —; Global optimization:
p-aBB —; gradient based —; GRASP —; implicit function —;
index —; infeasible path —; Kuhn-Tucker —;
lexicographic —; limited-memory —; limited-memory
symmetric rank-one —; material derivative —;
Mixed-integer nonlinear optimization: A disjunctive cutting
plane —; modified Cauchy —; modular —; Multiple minima
problem in protein folding: «BB global optimization —; one
clause at a time —; open form —; Optimization with
equilibrium constraints: A piecewise SQP —; outranking
relations —; parabolic curve —; parametric —; path
following —; penalty —; Petrov-Galerkin —; Phase
problem in X-ray crystallography: Shake and bake —;
preference disaggregation —; primal-relaxed dual —;
proximal point —; semidefinite programming —;
simultaneous —; stochastic —; Stochastic programming:
minimax —; subgraph —; Tikhonov's regularization —;
trust region —; value function —; Variational inequalities: F.
E. —; worst-case —

approach: basic features, examples from financial decision
making see: Preference disaggregation —

approach to bilevel programming see: implicit function —

approach to clustering see: Nonsmooth optimization —

approach for DNA transcription element identification see:
Mixed 0-1 linear programming —

approach to fractional optimization see: parametric —

approach: global optimum search with enhanced positioning
see: Gene clustering: A novel decomposition-based
clustering —

approach to image reconstruction from projection data see:
feasibility —; optimization —

approach to optimality see: parametric —

approach to optimization see: Image space —

approach to optimization in water resources see: stochastic —

approach to solving CAP on trees see: heuristic —

approaches see: cutting plane —; equation based —;
heuristic —; logic-based —; Optimal solvent design —;
Statistical classification: optimization —

appropriateness
[90B85]
(see: Single facility location: multi-objective euclidean
distance location)



4086

Subject Index

approximate
[68T20, 68T99, 90C27, 90C59]
(see: Metaheuristics)
approximate continuous
[90C10, 90C11, 90C27, 90C33]
(see: Continuous reformulations of discrete-continuous
optimization problems)
approximate gradient see: v- —
approximate inference see: interval-valued —
approximate inverse
[65H10, 65]15]
(see: Contraction-mapping)
approximate Jacobian
[49]52, 90C30]
(see: Nondifferentiable optimization: Newton method)
approximate methods for solving vehicle routing problems
[90B06]
(see: Vehicle routing)
approximate Newton method
[90C30]
(see: Generalized total least squares)
approximate optimization see: sequential —
approximate reasoning
[03B50, 03B52, 03C80, 62F30, 62Gxx, 68T27]
(see: Checklist paradigm semantics for fuzzy logics)
approximate reasoning
[03B50, 03B52, 03C80, 62F30, 62Gxx, 68T27]
(see: Checklist paradigm semantics for fuzzy logics)
approximate reasoning see: interval logic system of —;
point-based logic system of —
approximate solutions of nonlinear systems of equations see:
error bound for —
approximately see: exactly or —
approximating cone see: high-order —; tangent high-order —
approximating cone of decrease see: high-order —
approximating cones see: feasible high-order —; tangent
high-order —
approximating curve see: feasible high-order —;
high-order —; tangent high-order —
approximating the recourse function
[90C06, 90C15]
(see: Stabilization of cutting plane algorithms for stochastic
linear programming problems)
approximating vector see: feasible high-order —; high-order
tangent —
approximating vector of decrease see: high-order —
approximating vectors see: high-order —
approximation
[49]20, 49]52, 65H20, 65M60]
(see: Multi-scale global optimization using
terrain/funneling methods; Shape optimization;
Variational inequalities: F. E. approach)
approximation
[65C05, 65C30, 65C40, 65C50, 65C60, 65Cxx, 65D10, 65D30,
65K05, 65K10, 90C15, 90C25, 90C26, 90C34, 90C35]
(see: ABS algorithms for optimization; Approximation of
multivariate probability integrals; Graph coloring;
Multistage stochastic programming: barycentric
approximation; Overdetermined systems of linear
equations; Semi-infinite programming: numerical methods;

Stochastic linear programs with recourse and arbitrary

multivariate distributions)
approximation see: algorithmic —; barycentric —; best —;

better —; Chebyshev best —; cost —; discrete —;
ellipsoidal —; finite-difference —; finite element —;

Generalized outer —; hybrid branch and bound and

outer —; inner —; linear —; linear outer —; logic of —;

Logic-based outer —; maximal best —; mean field —;

minimal best —; mixed finite element —; multipoint —;

Multistage stochastic programming: barycentric —;

outer —; Padé —; Padé-type —; perturbative —;

point-based —; polyblock —; polynomial of best —;

proximal —; quadratic outer —; second order —; Sensitivity
and stability in NLP: —; stochastic —; successive —;
truncated Taylor —

approximation algorithm

[90C20, 90C25]

(see: Quadratic programming over an ellipsoid)
approximation algorithm see: MINLP: outer —; outer —
approximation algorithms

[05C05, 05C85, 68Q25, 90B06, 90B35, 90B80, 90C06, 90C10,

90C27, 90C39, 90C57, 90C59, 90C60, 90C9I0]

(see: Bottleneck steiner tree problems; Directed tree

networks; Traveling salesman problem)
approximation algorithms

[03B05, 05C05, 05C85, 68P10, 68Q25, 68R05, 68T15, 68120,

90B80, 90C09, 90C27, 90C35, 90C60, 90C90, 94C10]

(see: Bottleneck steiner tree problems; Complexity theory:

quadratic programming; Maximum satisfiability problem;

Multi-index transportation problems; Simulated annealing;

Steiner tree problems)
approximation algorithms see: Cost —
approximation algorithms for GAP

[90-00]

(see: Generalized assignment problem)
approximation Analysis

[68Q25, 68R10, 68W40, 90C27, 90C59]

(see: Domination analysis in combinatorial optimization)
approximation by bounded or continuous functions see:

Lipschitzian operators in best —
approximation with equality relaxation see: outer —
approximation with equality relaxation and augmented

penalty see: outer —

Approximation of extremum problems with probability
functionals

(90C15)

(referred to in: Approximation of multivariate probability

integrals; Discretely distributed stochastic programs:

descent directions and efficient points; Extremum problems
with probability functions: kernel type solution methods;

General moment optimization problems; Logconcave

measures, logconvexity; Logconcavity of discrete

distributions; L-shaped method for two-stage stochastic
programs with recourse; Multistage stochastic
programming: barycentric approximation; Preprocessing
in stochastic programming; Probabilistic constrained linear
programming: duality theory; Probabilistic constrained
problems: convexity theory; Simple recourse problem: dual
method; Simple recourse problem: primal method;

Stabilization of cutting plane algorithms for stochastic

linear programming problems; Static stochastic
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programming models; Static stochastic programming
models: conditional expectations; Stochastic integer
programming: continuity, stability, rates of convergence;
Stochastic integer programs; Stochastic linear
programming: decomposition and cutting planes;
Stochastic linear programs with recourse and arbitrary
multivariate distributions; Stochastic network problems:
massively parallel solution; Stochastic programming:
minimax approach; Stochastic programming models:
random objective; Stochastic programming:
nonanticipativity and lagrange multipliers; Stochastic
programs with recourse: upper bounds; Stochastic vehicle
routing problems; Two-stage stochastic programs with
recourse)
(refers to: Approximation of multivariate probability
integrals; Discretely distributed stochastic programs:
descent directions and efficient points; Extremum problems
with probability functions: kernel type solution methods;
General moment optimization problems; Logconcave
measures, logconvexity; Logconcavity of discrete
distributions; L-shaped method for two-stage stochastic
programs with recourse; Multistage stochastic
programming: barycentric approximation; Preprocessing
in stochastic programming; Probabilistic constrained linear
programming: duality theory; Probabilistic constrained
problems: convexity theory; Simple recourse problem: dual
method; Simple recourse problem: primal method;
Stabilization of cutting plane algorithms for stochastic
linear programming problems; Static stochastic
programming models; Static stochastic programming
models: conditional expectations; Stochastic integer
programming: continuity, stability, rates of convergence;
Stochastic integer programs; Stochastic linear
programming: decomposition and cutting planes;
Stochastic linear programs with recourse and arbitrary
multivariate distributions; Stochastic network problems:
massively parallel solution; Stochastic programming:
minimax approach; Stochastic programming models:
random objective; Stochastic programming:
nonanticipativity and lagrange multipliers; Stochastic
programming with simple integer recourse; Stochastic
programs with recourse: upper bounds; Stochastic
quasigradient methods in minimax problems; Stochastic
vehicle routing problems; Two-stage stochastic
programming: quasigradient method; Two-stage stochastic
programs with recourse)

approximation of a function see: first order —

approximation of linear programming see: analytical —

approximation of a linear programming problem see:
analytical —

approximation measure see: contraction/ —

approximation method see: Logic-based outer- —; outer —;
polyblock —; Vogel —

approximation methods see: Gaussian —; Semi-infinite
programming: —

Approximation of multivariate probability integrals
(65C05, 65D30, 65Cxx, 65C30, 65C40, 65C50, 65C60, 90C15)
(referred to in: Approximation of extremum problems with
probability functionals; Discretely distributed stochastic
programs: descent directions and efficient points;
Extremum problems with probability functions: kernel type

solution methods; General moment optimization problems;
Logconcave measures, logconvexity; Logconcavity of
discrete distributions; L-shaped method for two-stage
stochastic programs with recourse; Multistage stochastic
programming: barycentric approximation; Preprocessing
in stochastic programming; Probabilistic constrained linear
programming: duality theory; Probabilistic constrained
problems: convexity theory; Simple recourse problem: dual
method; Simple recourse problem: primal method;
Stabilization of cutting plane algorithms for stochastic
linear programming problems; Static stochastic
programming models; Static stochastic programming
models: conditional expectations; Stochastic integer
programming: continuity, stability, rates of convergence;
Stochastic integer programs; Stochastic linear
programming: decomposition and cutting planes;
Stochastic linear programs with recourse and arbitrary
multivariate distributions; Stochastic network problems:
massively parallel solution; Stochastic programming:
minimax approach; Stochastic programming models:
random objective; Stochastic programming:
nonanticipativity and lagrange multipliers; Stochastic
programs with recourse: upper bounds; Stochastic vehicle
routing problems; Two-stage stochastic programs with
recourse)
(refers to: Approximation of extremum problems with
probability functionals; Discretely distributed stochastic
programs: descent directions and efficient points;
Extremum problems with probability functions: kernel type
solution methods; General moment optimization problems;
Logconcave measures, logconvexity; Logconcavity of
discrete distributions; L-shaped method for two-stage
stochastic programs with recourse; Multistage stochastic
programming: barycentric approximation; Preprocessing
in stochastic programming; Probabilistic constrained linear
programming: duality theory; Probabilistic constrained
problems: convexity theory; Simple recourse problem: dual
method; Simple recourse problem: primal method;
Stabilization of cutting plane algorithms for stochastic
linear programming problems; Static stochastic
programming models; Static stochastic programming
models: conditional expectations; Stochastic integer
programming: continuity, stability, rates of convergence;
Stochastic integer programs; Stochastic linear
programming: decomposition and cutting planes;
Stochastic linear programs with recourse and arbitrary
multivariate distributions; Stochastic network problems:
massively parallel solution; Stochastic programming:
minimax approach; Stochastic programming models:
random objective; Stochastic programming:
nonanticipativity and lagrange multipliers; Stochastic
programming with simple integer recourse; Stochastic
programs with recourse: upper bounds; Stochastic
quasigradient methods in minimax problems; Stochastic
vehicle routing problems; Two-stage stochastic
programming: quasigradient method; Two-stage stochastic
programs with recourse)

approximation of nonsmooth mappings
[49752, 90C30]
(see: Nondifferentiable optimization: Newton method)

approximation operator see: best —
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approximation in ordered normed linear spaces see: Best —
approximation to the problem

[41A30,47A99, 65K10, 93-XX]

(see: Boundary condition iteration BCI; Lipschitzian

operators in best approximation by bounded or continuous

functions)
approximation problem see: simultaneous Diophantine —
approximation ratio

[05C05, 05C85, 68Q25, 90B80]

(see: Bottleneck steiner tree problems; Directed tree

networks)
approximation scheme see: fully polynomial time —;

polynomial time —
approximation of space filling curves

[90C26]

(see: Global optimization using space filling)
approximation techniques

[90C15]

(see: Stochastic linear programs with recourse and arbitrary

multivariate distributions)
approximation in the uniform norm

[90C34]

(see: Semi-infinite programming: approximation methods)
approximation of variational inequalities

[65M60]

(see: Variational inequalities: F. E. approach)
approximations see: nonsmooth local —
approximations of nonsmooth mappings

[49]52, 90C30]

(see: Nondifferentiable optimization: Newton method)
Approximations to robust conic optimization problems
approximations to subdifferentials see: Continuous —
approximator

[49]52, 90C30]

(see: Nondifferentiable optimization: Newton method)
aquifers

[90C30, 90C35]

(see: Optimization in water resources)
arbitrage pricing theory

[91B50]

(see: Financial equilibrium)
arbitrary

[90C60]

(see: Complexity classes in optimization)
arbitrary multivariate distributions see: Stochastic linear

programs with recourse and —
arborescence see: minimum Steiner —; Steiner —
arborescence problem see: capacitated minimum spanning —
arborescence system see: multi-echelon —
arborescence tree see: rectilinear Steiner —
arboricity

[90C35]

(see: Fractional zero-one programming; Optimization in

leveled graphs)
arc see: admissible —; arrival-ground connection —;

backward —; central —; conjunction —; disjunction —;
dual —; endpoint of an —; entering —; forward —;
ground-departure connection —; inadmissible —;
incoming —; multiplier associated with an —; network —;
outgoing —; primal —; root —; train —

arc capacity
[90C35]

(see: Maximum flow problem)

arc coloring
[05C85]

(see: Directed tree networks)

arc consistency
[65G20, 65G30, 65G40, 68T20]

(see: Interval constraints)

arc construction procedure see: best —

arc cost see: piecewise linear —

arc cost function see: sawtooth —; staircase —

(arc) deletion problem see: vertex —

arc in a directed network see: directed —; endpoint of an —

arc flow bounds
[90B10, 90C26, 90C30, 90C35]

(see: Nonconvex network flow problems)

arc flows see: capacity constraint on —

arc formulation see: node- —

arc formulation of the problem see: node- —

arc incidence matrix see: node- —

arc legend
(see: Railroad crew scheduling)

arc length vector
[90C31, 90C39]

(see: Multiple objective dynamic programming)

arc in a network see: capacity of an —; cost of an —;
directed —

arc oriented branch and bound method
[68T99, 90C27]

(see: Capacitated minimum spanning trees)

arc oriented construction procedure
[68T99, 90C27]

(see: Capacitated minimum spanning trees)

arc routing
[68T99, 90C27]

(see: Capacitated minimum spanning trees)

arc routing
[90B06]

(see: Vehicle routing)

arc routing problem see: capacitated —

arc separation procedure
[90B10]

(see: Piecewise linear network flow problems)

(arc) set problem see: feedback —; minimum feedback —;
minimum feedback vertex —; minimum weight
feedback —; subset feedback vertex —; subset minimum
feedback vertex —

Archimedes and the foundations of industrial engineering
(01A20)

archimedian
(see: Planning in the process industry)

Archimedian approach
(see: Planning in the process industry)

architecture see: selection of —; von Neumann —

archive
[34-xx, 34Bxx, 34Lxx, 93E24]
(see: Complexity and large-scale least squares problems)

arcs see: bold —; critical —; deadhead —; demand —;
ground —; natural stream —; rest —; sequence of —;
train-train connection —
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are under control see: rounding errors —
area computer network see: local- —
areas see: software package for specific mathematical —
argon atoms
[60]15, 60]J60, 60]J70, 60K35, 65C05, 65C10, 65C20, 68U20,
70-08, 82B21, 82B31, 82B41, 82B80, 92C40, 92E10]
(see: Global optimization in protein folding)
argument see: noncompensatory —; ordinal —
argument function see: four- —; three- —
argument principle
[01A50, 01A55, 01A60]
(see: Fundamental theorem of algebra)
argument principle
[01A50, 01A55, 01A60]
(see: Fundamental theorem of algebra)
arithmetic see: balanced interval —; balanced random
interval —; differentiation —; Global optimization: interval

analysis and balanced interval —; inclusion principle of
machine interval —; inner interval —; Interval —;
Kaucher —; machine interval —; random interval —;
slope —

arithmetic degree of a monomial ideal
[13Cxx, 13Pxx, 14Qxx, 90Cxx]
(see: Integer programming: algebraic methods)
arithmetic operation see: interval —
arithmetic operations on fuzzy numbers
[90C29, 90C70]
(see: Fuzzy multi-objective linear programming)
arity of a constraint
[90C10]
(see: Maximum constraint satisfaction: relaxations and
upper bounds)
arm see: flexible —; Optimal control of a flexible —
armed restless bandit problem see: multi- —
Armijo-like criterion see: test nonmonotone —
Armijo rule
[90C30]
(see: Convex-simplex algorithm; Cost approximation
algorithms)
Armijo steplength rule
[49M29, 65K10, 90C06]
(see: Local attractors for gradient-related descent iterations)
Arora PTAS
[90C27]
(see: Steiner tree problems)
ARR
[68W10, 90C27]
(see: Load balancing for parallel optimization techniques)
arr-station
(see: Railroad locomotive scheduling)
arr-time
(see: Railroad locomotive scheduling)
arrangement
[05B35, 20F36, 20F55, 26A24, 52C35, 57N65, 65K99, 85-08]
(see: Automatic differentiation: geometry of satellites and
tracking stations; Hyperplane arrangements in
optimization)
arrangement see: face of an —; hyperplane —; linear —;
polygonal —; simple —; two Polygons —

arrangement of hyperplane
[05B35, 20F36, 20F55, 52C35, 57N65]
(see: Hyperplane arrangements)
arrangement of hyperplanes see: Boolean —; braid —;
cohomology of an —; complement of an —; divisor of
an —; free —; reflection —; singularity of an —
arrangement problem see: linear —
arrangements see: Hyperplane —
arrangements in optimization see: Hyperplane —
Arrhenius constants
[90C30, 90C52, 90C53, 90C55]
(see: Gauss—-Newton method: Least squares, relation to
Newton’s method)
arrival see: duty-after- —
arrival-ground connection arc
(see: Railroad locomotive scheduling)
arrival-ground node
(see: Railroad locomotive scheduling)
arrival node
(see: Railroad locomotive scheduling)
arrival-station
(see: Railroad crew scheduling)
Arrow-Hurwicz gradient method
[49Q10, 74K99, 74Pxx, 90C90, 91A65]
(see: Multilevel optimization in mechanics)
art in modeling agricultural systems see: State of the —
artificial centering hit and run
[90C26, 90C90]
(see: Global optimization: hit and run methods)
artificial intelligence
[65G20, 65G30, 65G40, 65K05, 68T20, 90-08, 90C05, 90C06,
90C10, 90C11, 90C20, 90C26, 90C30, 90C90]
(see: Disease diagnosis: optimization-based methods;
Forecasting; Interval constraints)
artificial intelligence
[03B52, 03E72, 47540, 68127, 68T35, 68Uxx, 90Bxx, 90C26,
90C30, 91 Axx, 91B06, 92C60]
(see: Boolean and fuzzy relations; Forecasting)
ary relation see: n- —
AS
[90C08, 90C11, 90C27, 90C57, 90C59]
(see: Quadratic assignment problem)
as conic convex program see: semidefinite program —
ASA
[92C05]
(see: Adaptive simulated annealing and its application to
protein folding)
ascendant direction
[90C30]
(see: Rosen’s method, global convergence, and Powell’s
conjecture)
ascendant direction see: feasible —
ascent see: dual —; rate of steepest —; rule of steepest —
ascent direction see: Dini steepest —; Hadamard steepest —;
steepest —
ascent flow
[58E05, 90C30]
(see: Topology of global optimization)
asking strategy see: binary search-Hansel chains question- —;
question- —; sequential Hansel chains question- —
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ASOG equation
[90C26, 90C90]
(see: Global optimization in phase and chemical reaction
equilibrium)
aspatial oligopoly problem
[91B06, 91B60]
(see: Oligopolistic market equilibrium)
aspatial and spatial markets
[91B06, 91B60]
(see: Oligopolistic market equilibrium)
aspiration criteria
[68M20, 90B06, 90B35, 90B80, 90C59]
(see: Flow shop scheduling problem; Heuristic and
metaheuristic algorithms for the traveling salesman
problem; Location routing problem)
aspiration level
[05C69, 05C85, 68W01, 90C29, 90C59]
(see: Heuristics for maximum clique and independent set;
Multiple objective programming support)
aspiration search
[49]35, 49K35, 62C20, 91A05, 91A40]
(see: Minimax game tree searching)
aspiration search see: parallel —
asplund
[49K27, 58C20, 58E30, 90C46, 90C48]
(see: Nonsmooth analysis: Fréchet subdifferentials;
Nonsmooth analysis: weak stationarity)
assembly crossover (EAX) see: edge —
assessment see: comparative efficiency —; fuzzy truth —
asset see: risk-free —
asset Liability Management
[65K99, 90C29]
(see: Asset liability management decision support system)
Asset liability management decision support system
(90C29, 65K99)
asset pricing model see: capital —
asset selling problem
[49120, 90C39]
(see: Dynamic programming: discounted problems)
assignment
[90C29]
(see: Decision support systems with multiple criteria; Mixed
integer programming/constraint programming hybrid
methods)
assignment
[90C10, 90C35]
(see: Bi-objective assignment problem)
assignment see: adjacent channel constrained frequency —;
airline fleet —; co-channel constrained frequency —;
discrete location and —; dynamic traffic —; feasible —;
fleet —; free —; optimal —; order of a T-coloring
frequency —; partial —; quadratic —; single —; span of
a T-coloring frequency —; traffic —; variable —
assignment algorithms see: pair —; single —
assignment constraints see: semi- —
Assignment and matching
(90C35, 90C27, 90C10, 90C05)
(referred to in: Assignment methods in clustering;
Bi-objective assignment problem; Communication network
assignment problem; Frequency assignment problem;
Linear ordering problem; Maximum partition matching;

Multidimensional assignment problem; Quadratic
assignment problem)
(refers to: Assignment methods in clustering; Bi-objective
assignment problem; Communication network assignment
problem; Frequency assignment problem; Maximum
partition matching; Quadratic assignment problem)

assignment method
[62H30, 90C27]
(see: Assignment methods in clustering)

Assignment methods in clustering
(62H30, 90C27)
(referred to in: Assignment and matching; Bi-objective
assignment problem; Communication network assignment
problem; Frequency assignment problem; Linear ordering
problem; Maximum partition matching; Quadratic
assignment problem)
(refers to: Assignment and matching; Bi-objective
assignment problem; Communication network assignment
problem; Frequency assignment problem; Maximum
partition matching; Quadratic assignment problem)

assignment model
[68M20, 90B06, 90B10, 90B35, 90B80, 90B85, 90C10, 90C27]
(see: Single facility location: multi-objective euclidean
distance location; Vehicle scheduling)

assignment model see: the multi-resource weighted —;
quasi- —

assignment models see: locomotive —

assignment problem
[68Q25, 68R10, 68W40, 90B85, 90C05, 90C06, 90C08, 90C10,
90C11, 90C27, 90C30, 90C35, 90C59, 90C60]
(see: Assignment and matching; Auction algorithms;
Bi-objective assignment problem; Complexity of
degeneracy; Domination analysis in combinatorial
optimization; Integer programming: cutting plane
algorithms; Single facility location: multi-objective
euclidean distance location)

assignment problem
[68Q25, 90B80, 90C05, 90C27, 90C30, 90C35]
(see: Auction algorithms; Communication network
assignment problem)

assignment problem see: algebraic quadratic —; Asymptotic
properties of random multidimensional —; Bi-objective —;
Biquadratic —; bottleneck quadratic —; Communication
network —; fleet —; Frequency —; general quadratic —;
generalized —; Koopmans-Beckmann quadratic —;
Multidimensional —; multilevel generalized —;
multiperiod —; optimal —; order preserving —;
quadratic —; Quadratic semi- —; radio link frequency —;
traffic —

assignment problems see: multi-index —; nonlinear —;
three-index —

assignment property see: single —

assignment ranking
[90C60]
(see: Complexity of degeneracy)

assignment and a set of prices see: almost at equilibrium of
an —; equilibrium of an —

assignment of wavelengths
[05C85]
(see: Directed tree networks)

assignments problems see: N-adic —
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associated with an arc see: multiplier —

associated with A see: canonical function —
Association see: atlas of the International Zeolite —
association graph

[05C60, 05C69, 37B25, 90C20, 90C27, 90C35, 90C59, 91A22]

(see: Replicator dynamics in combinatorial optimization)
association graph see: tree —; weighted tree —
association problem see: data- —
associative connective

[03B50, 68T15, 68T30]

(see: Finite complete systems of many-valued logic algebras)
associativity of products of relations see: pseudo- —
assumption see: backlog —; human rationality —; lost sales —;

nondegeneracy —; separability —
assumption for algorithm analysis see: nondegeneracy —
assumption stability

[90C31]

(see: Sensitivity and stability in NLP: continuity and

differential stability)
assumptions see: regularity —; under weak —
AST

[03E70, 03H05, 91B16]

(see: Alternative set theory)
astrodynamics

[26A24, 65K99, 85-08]

(see: Automatic differentiation: geometry of satellites and

tracking stations)
Astrodynamics

[26A24, 65K99, 85-08]

(see: Automatic differentiation: geometry of satellites and

tracking stations)
astronomical problem

[90C26, 90C90]

(see: Global optimization in binary star astronomy)
astronomy

[49M37, 65K10, 90C26, 90C30, 90C90]

(see: a BB algorithm; Global optimization in binary star

astronomy)
astronomy see: Global optimization in binary star —
asymmetric Traveling Salesman Problem (ATSP)

[68Q25, 68R10, 68W40, 90C27, 90C59]

(see: Domination analysis in combinatorial optimization)
asymmetric TSP

[90C59]

(see: Heuristic and metaheuristic algorithms for the

traveling salesman problem)
asymmetric TSP (ATSP)

[90B06, 90B35, 90C06, 90C10, 90C27, 90C39, 90C57, 90C59,

90C60, 90C90]

(see: Traveling salesman problem)
asymmetrical information

[68Q25, 91B28]

(see: Competitive ratio for portfolio management)
asymptotic analysis

[90C10, 90C15]

(see: Stochastic integer programs)
asymptotic analysis

[90Cxx]

(see: Discontinuous optimization)

asymptotic behavior
[90C08, 90C11, 90C27, 90C57, 90C59]
(see: Quadratic assignment problem)
asymptotic behavior
[62C10, 65K05, 68Q25, 90B80, 90C05, 90C10, 90C15, 90C26,
90C27]
(see: Bayesian global optimization; Communication
network assignment problem)
asymptotic behavior of CAP on trees
[68Q25, 90B80, 90C05, 90C27]
(see: Communication network assignment problem)
asymptotic case of integral evaluation
[52A22, 60D05, 68Q25, 90C05]
(see: Probabilistic analysis of simplex algorithms)
asymptotic convergence
[03H10, 49]27, 90C34]
(see: Semi-infinite programming and control problems)
asymplotic convergence rates
[49M29, 65K10, 90C06]
(see: Local attractors for gradient-related descent iterations)
asymptotic CQ
[49K27, 49K40, 90C30, 90C31]
(see: First order constraint qualifications)
Asymptotic properties of random multidimensional
assignment problem
(90C27, 34E05)
asymptotic results for RSM-distributions
[52A22, 60D05, 68Q25, 90C05]
(see: Probabilistic analysis of simplex algorithms)
asymptotic stability
[90C30]
(see: Suboptimal control)
asymptotical stability at an equilibrium
[90B15]
(see: Dynamic traffic networks)
asymptotical stability of a system
[90B15]
(see: Dynamic traffic networks)
asymptotical system stability
[90B15]
(see: Dynamic traffic networks)
asymptotically admissible pair of trajectory and control functions
[03H10, 49]27, 90C34]
(see: Semi-infinite programming and control problems)
asymptotically stable
[05C60, 05C69, 37B25, 90C20, 90C27, 90C35, 90C59, 91A22]
(see: Replicator dynamics in combinatorial optimization)
asymptotically stable stationary point
[90C20]
(see: Standard quadratic optimization problems:
algorithms)
asynchronous algorithm
[90C30, 90C52, 90C53, 90C55]
(see: Asynchronous distributed optimization algorithms)
asynchronous computation
[90C30, 90C52, 90C53, 90C55]
(see: Asynchronous distributed optimization algorithms;
Cost approximation algorithms)
asynchronous computation
[90C30]
(see: Cost approximation algorithms)



