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Preface

To be uncertain is to be uncomfortable,
but to be certain is to be ridiculous.
Chinese proverb

This book is devoted to Robust Optimization — a specific and relatively novel
methodology for handling optimization problems with uncertain data. The primary
goal of this Preface is to provide the reader with a first impression of what the story
is about:

e what is the phenomenon of data uncertainty and why it deserves a dedicated
treatment,

e how this phenomenon is treated in Robust Optimization, and how this treatment
compares to those offered by more traditional methodologies for handling data
uncertainty.

The secondary, quite standard, goal is to outline the main topics of the book and
describe its contents.

A. Data Uncertainty in Optimization

The very first question we intend to address here is whether the underlying phe-
nomenon — data uncertainty — is worthy of special treatment. To answer this
question, consider a simple example — problem PILOT4 from the well-known NETLIB
library. This is a Linear Programming problem with 1,000 variables and 410 con-
straints; one of the constraints (# 372) is:

aTax = —15.79081x526 — 8.598819x897 — 1.88789zg28 — 1.362417x829 — 1.526049x530
—0.031883xg849 — 28.725555x850 — 10.792065x851 — 0.19004x852 — 2.7571762x853
—12.290832xg854 + 717.562256x855 — 0.057865x856 — 3.785417xg57 — 78.30661x858
—122.163055x859 — 6.46609x860 — 0.48371xge1 — 0.615264x862 — 1.353783x863
—84.644257x864 — 122.459045x865 — 43.15593x866 — 1.712592x87¢9 — 0.401597x871
43880 — 0.946049x398 — 0.946049x916 > b = 23.387405.

(©)

The related nonzero coordinates of the optimal solution z* of the problem, as
reported by CPLEX, are as follows:

Tho = 255.6112787181108 7y, = 6240.488912232100 3, = 3624.613324098961
Thyo = 18.20205065283259 %, = 174397.0389573037  x3,, = 14250.00176680900
oy, = 25910.00731692178  zfg) = 104958.3199274139.

Note that within machine precision z* makes (C) an equality.
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Observe that most of the coefficients in (C) are “ugly reals” like -15.79081
or -84.644257. Coefficients of this type usually (and PILOT4 is not an exception)
characterize certain technological devices/processes, forecasts for future demands,
etc., and as such they could hardly be known to high accuracy. It is quite natural to
assume that the “ugly coefficients” are in fact uncertain — they coincide with the
“true” values of the corresponding data within accuracy of 3 to 4 digits, not more.
The only exception is the coefficient 1 of xggo; it perhaps reflects the structure of
the problem and is therefore exact, that is certain.

Assuming that the uncertain entries of a are, say, 0.1%-accurate approxima-
tions of unknown entries of the “true” vector of coefficients a, let us look what would
be the effect of this uncertainty on the validity of the “true” constraint a’x > b at
z*. What happens is as follows:

e Over all vectors of coefficients @ compatible with our 0.1%-uncertainty hy-
pothesis, the minimum value of a”z* — b, is < —104.9; in other words, the violation
of the constraint can be as large as 450% of the right hand side!

e Treating the above worst-case violation as “too pessimistic” (why should the
true values of all uncertain coefficients differ from the values indicated in (C) in the
“most dangerous” way?), consider a less extreme measure of violation. Specifically,
assume that the true values of the uncertain coeflicients in (C) are obtained from
the “nominal values” (those shown in (C)) by random perturbations a; — a; = (1+
&;)a; with independent and, say, uniformly distributed on [—0.001,0.001] “relative
perturbations” &;. What will be a “typical” relative violation,

b—a

T %
x,o] % 100%,

V =
maX|: b

of the “true” (now random) constraint a’z > b at *? The answer is nearly as bad
as for the worst scenario:

Prob{V > 0} | Prob{V > 150%} | Mean(V)
0.50 0.18 125%

Table 1. Relative violation of constraint 372 in PILOT4
(1,000-element sample of 0.1% perturbations of the uncertain data)

We see that quite small (just 0.1%) perturbations of “obviously uncertain” data
coefficients can make the “nominal” optimal solution x* heavily infeasible and thus
practically meaningless.

A “case study” reported in [7] shows that the phenomenon we have just
described is not an exception —in 13 of 90 NETLIB Linear Programming problems
considered in this study, already 0.01%-perturbations of “ugly” coefficients result
in violations of some constraints, as evaluated at the nominal optimal solutions by
more than 50%. In 6 of these 13 problems the magnitude of constraint violations
was over 100%, and in PILOT4 — “the champion” — it was as large as 210,000%,
that is, 7 orders of magnitude larger than the relative perturbations in the data.
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The techniques presented in this book as applied to the NETLIB problems
allow one to eliminate the outlined phenomenon by passing out of the nominal
optimal to robust optimal solutions. At the 0.1%-uncertainty level, the price
of this “immunization against uncertainty” (the increase in the value of the
objective when passing from the nominal to the robust solution), for every
one of the NETLIB problems, is less than 1% (see [7] for details).

The outlined case study and many other examples lead to several observations:

A. The data of real-world optimization problems more often than not are
uncertain — not known exactly at the time the problem is being solved. The
reasons for data uncertainty include, among others:

measurement/estimation errors coming from the impossibility to measure/es-
timate exactly the data entries representing characteristics of physical sys-
tems/technological processes/environmental conditions, etc.

implementation errors coming from the impossibility to implement a solution
exactly as it is computed. For example, whatever the entries “in reality” in the
above nominal solution x* to PILOT4 — control inputs to physical systems, re-
sources allocated for various purposes, etc. — they clearly cannot be implemented
with the same high precision to which they are computed. The effect of the
implementation errors, like z7} — (1+ ej)ac;'f7 is as if there were no implementation
errors, but the coeflicients a;; in the constraints of PILOT4 were subject to
perturbations a;; — (1 + €;)a;;.

B. In real-world applications of Optimization one cannot ignore the possibility
that even a small uncertainty in the data can make the nominal optimal solution
to the problem completely meaningless from a practical viewpoint.

C. Consequently, in Optimization, there exists a real need of a methodology
capable of detecting cases when data uncertainty can heavily affect the quality of
the nominal solution, and in these cases to generate a robust solution, one that is
immunized against the effect of data uncertainty.

A methodology addressing the latter need is offered by Robust Optimization,
which is the subject of this book.

B. Robust Optimization — The Paradigm

To explain the paradigm of Robust Optimization, we start by addressing the par-
ticular case of Linear Programming — the generic optimization problem that is
perhaps the best known and the most frequently used in applications. Aside
from its importance, this generic problem is especially well-suited for our cur-
rent purposes, since the structure and the data of a Linear Programming program
min{c?z : Az < b} are clear. Given the form in which we wrote the program down,
tﬁe structure is the sizes of the constraint matrix A, while the data is comprised

of the numerical values of the entries in (¢, A,b). In Robust Optimization, an un-
certain LP problem is defined as a collection {min,{c"z : Az <b}: (c, A, B) €U}
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of LP programs of a common structure with the data (¢, A,b) varying in a given
uncertainty set U. The latter summarizes all information on the “true” data that
is available to us when solving the problem. Conceptually, the most important
question is what does it mean to solve an uncertain LP problem. The answer to
this question, as offered by Robust Optimization in its most basic form, rests on
three implicit assumptions on the underlying “decision-making environment”:

A.1. All entries in the decision vector x represent “here and now” decisions:
they should get specific numerical values as a result of solving the problem before
the actual data “reveals itself.”

A.2. The decision maker is fully responsible for consequences of the deci-
sions to be made when, and only when, the actual data is within the prespecified
uncertainty set U.

A.3. The constraints of the uncertain LP in question are “hard” — the
decision maker cannot tolerate violations of constraints when the data is in U.

These assumptions straightforwardly lead to the definition of an “immunized
against uncertainty” solution to an uncertain problem. Indeed, by A.l, such a
solution should be a fixed vector that, by A.2 — A.3, should remain feasible for the
constraints, whatever the realization of the data within U; let us call such a solution
robust feasible. Thus, in our decision-making environment, meaningful solutions to
an uncertain problem are exactly its robust feasible solutions. It remains to decide
how to interpret the value of the objective, (which can also be uncertain), at such a
solution. As applied to the objective, our “worst-case-oriented” philosophy makes
it natural to quantify the quality of a robust feasible solution = by the guaranteed
value of the original objective, that is, by its largest value sup {c¢’z : (¢, A,b) € U}.
Thus, the best possible robust feasible solution is the one that solves the optimiza-
tion problem

min sup clx:Ax <bV(c,A,b) €Uy,
x (c,Ab)eU

or, which is the same, the optimization problem

migl{t:chgt, Az <bV(c,Ab) €U} . (RC)

The latter problem is called the Robust Counterpart (RC) of the original uncertain
problem. The feasible/optimal solutions to the RC are called robust feasible/robust
optimal solutions to the uncertain problem. The Robust Optimization methodol-
ogy, in its simplest version, proposes to associate with an uncertain problem its
Robust Counterpart and to use, as our “real life” decisions, the associated robust
optimal solutions.

At this point, it is instructive to compare the RO paradigm with more tra-
ditional approaches to treating data uncertainty in Optimization, specifically, with
Stochastic Optimization and Sensitivity Analysis.
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Robust vs. Stochastic Optimization. In Stochastic Optimization (SO), the
uncertain numerical data are assumed to be random. In the simplest case, these
random data obey a known in advance probability distribution, while in more ad-
vanced settings, this distribution is only partially known. Here again an uncertain
LP problem is associated with a deterministic counterpart, most notably with the
chance constrained problem!

mip {t : Probie apyep {¢"e <t & Az <b} >1—¢}, (ChC)

where € < 1 is a given tolerance and P is the distribution of the data (c, A,b).
When this distribution is only partially known — all we know is that P belongs to
a given family P of probability distributions on the space of the data — the above
setting is replaced with the ambiguous chance constrained setting,

mitn {t : Probc a,p)~p {ch <t & Ax < b} >1—€eVP e P} . (Amb)

The SO approach seems to be less conservative than the worst-case-oriented RO
approach. However, this is so if indeed the uncertain data are of a stochastic na-
ture, if we are smart enough to point out the associated probability distribution
(or at least a “narrow” family of distributions to which the true one belongs), and
if indeed we are ready to accept probabilistic guarantees as given by chance con-
straints. The three if’s above are indeed satisfied in some applications, such as
Signal Processing, or analysis and synthesis of service systems?. At the same time,
in numerous applications the three aforementioned if’s are too restrictive. Think,
e.g., of measurement /estimation errors for individual problems, like PILOT4. Even
assuming that preparation of data entries for PILOT4 indeed involved something
random, we perhaps could think about the distribution of the nominal data given
the true ones, but not about what we actually need — the distribution of the true
data given the nominal ones. The latter most probably just does not make sense —
PILOT4 represents a particular decision-making problem with particular determin-
istic (albeit not known to us exactly) data, and all we can say about this true data
given the nominal ones, is that the former data lies in given confidence intervals
around the nominal data (and even this can be said under the assumption that when

1The concept of chance constraints goes back to A. Charnes, W.W. Copper, and G.H. Symonds
[40], 1958. An alternative to chance constrained setting is where we want to optimize the ex-
pected value of the objective (the latter can incorporate penalty terms for violation of uncertain
constraints) under the certain part of the original constraints. This approach, however, is aimed
at “soft” constraints, while we are primarily interested in the case there the constraints are hard.

2Indeed, in these subject areas the random factors (like observation noises in Signal Processing,
or interarrival/service times in service systems) are of random nature with more or less easy-
to-identify distributions, especially when we have reasons to believe that different components
of random data (like different entries in the observation noises, or individual inter-arrival and
service times) are independent of each other. In such situations identifying the distribution of
the data reduces to identifying a bunch of low-dimensional distributions, which is relatively easy.
Furthermore, the systems in question are aimed at servicing many customers over long periods
of time, so that here the probabilistic guarantees do make sense. For example, day by day many
hundreds/thousands of users are sending/receiving e-mails or contacting a calling center, and a
probabilistic description of the service level (the probability for an e-mail to be lost, or for the
time to get an operator response to become unacceptably long) makes good sense — it merely
says that in the long run, a certain fraction of users/custmers will be dissatisfied.
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measuring the true data to get the nominal, no “rare event” took place). Further,
even when the true data indeed are of a stochastic nature, it is usually difficult to
properly identify the underlying distributions. Unless there are good reasons to a
priori specify these distributions up to a small number of parameters that further
can be estimated sufficiently well from observations®, accurate identification of a
“general type” multi-dimensional probability distribution usually requires an as-
tronomical, completely unrealistic number of observations. As a result, Stochastic
Optimization more often than not is forced to operate with oversimplified guesses
for the actual distributions (like the log-normal factor model for stock returns), and
usually it is very difficult to evaluate the influence of this new uncertainty — in the
probability distribution — on the quality of the SO-based decisions.

The third of the above if’s, our willingness to accept probabilistic guarantees,
also can be controversial. Imagine, for the sake of argument, that we have at our
disposal a perfect stochastic model of the stock market — as solid as the transparent
model of a lottery played every week in many countries. Does the relevance of the
stochastic model of the stock market make the associated probabilistic guarantees
of the performance of a pension fund really meaningful for an individual customer,
as meaningful as a similar guarantee in the lottery case? We believe that many
customers will answer this question negatively, and rightfully so. People playing a
lottery on a regular basis during their life span, participate in several hundreds of
lotteries, and thus can refer to the Law of Large Numbers as a kind of indication
that probabilistic guarantees indeed are meaningful for them. In contrast to this,
every individual plays the “pension fund lottery” just once, which makes the inter-
pretation of probabilistic guarantees much more problematic. Of course, the three
if’s above become less restrictive when passing from the chance constrained prob-
lem (ChC), where the distribution of the uncertain data is known exactly, to the
ambiguously chance constrained problem (Amb), and become the less restrictive
the wider families of distributions P we are ready to consider. Note, however, that
passing from (ChC) to (Amb) is, conceptually, a step towards the Robust Coun-
terpart — the latter is nothing but the ambiguously chance constrained problem
associated with the family P of all distributions supported on a given set U.

In fact the above three if’s should be augmented by a fourth, even more re-
strictive ”if” — chance constrained settings (ChC) and (Amb) can be treated as
actual sources of “immunized against uncertainty” decisions only if these problems
are computationally tractable; when that is not the case, these settings become
more wishful thinking than actual decision-making tools. As a matter of fact, the
computational tractability of chance constrained problems is a pretty rare commod-
ity — aside of a number of very particular cases, it is difficult to verify (especially
when e is really small) whether a given candidate solution is feasible for a chance
constrained problem. In addition, chance constraints more often than not result in
nonconvex feasible sets, which make the optimization required in (ChC) and (Amb)

3For example, one can refer to the Central Limit Theorem in order to justify the standard —
the Gaussian — model of noise in communications.
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highly problematic. In sharp contrast to this, the Robust Counterparts of uncertain
Linear Programming problems are computationally tractable, provided the under-
lying uncertainty sets U satisfy mild convexity and computability assumptions (e.g.,
are given by explicit systems of efficiently computable convex inequalities).

It should be added that the “conservatism” of RO as compared to SO is
in certain respects an advantage rather than a disadvantage. When designing a
construction, like a railroad bridge, by applying quantitative techniques, engineers
usually increase the safety-related design parameters, like thicknesses of bars, by
a reasonable margin, such as 30 to 50%, in order to account for modeling inac-
curacies, rare but consequential environmental conditions, etc. With the Robust
Optimization approach, this desire “to stay on the safe side” can be easily achieved
by enlarging the uncertainty set. This is not the case in a chance constrained prob-
lem (ChC), where the total “budget of uncertainty” is fixed — the total probability
mass of all realizations of the uncertain data must be one, so that when increasing
the probabilities of some “scenarios” to make them more “visible,” one is forced
to reduce probabilities of other scenarios, and there are situations where this phe-
nomenon is difficult to handle. Here again, in order to stay “on the safe side”
one needs to pass from chance constrained problems to their ambiguously chance
constrained modifications, that is, to move towards Robust Counterparts.

In our opinion, Stochastic and Robust Optimization are complementary ap-
proaches for handling data uncertainty in Optimization, each having its own ad-
vantages and drawbacks. For example, information on the stochastic nature of data
uncertainty, if any, can be utilized in the RO framework, as a kind of a guideline for
building uncertainty sets . It turns out that the latter can be built in such a way
that by immunizing a candidate solution against all realizations of the data from
U, we automatically immunize it against nearly all (namely, up to realizations of
total probability mass < €) random perturbations, thus making the solution feasi-
ble for the chance constrained problem. A naive way to achieve this goal would be
to choose U as a computationally tractable convex set that “(1 — €)-supports” all
distributions from P (that is, P(U) > 1 — ¢ for all P € P). In this book, however,
we show that under mild assumptions there exist less evident and incomparably
less conservative ways to come up with uncertainty sets achieving the above goal.

Robust Optimization and Sensitivity Analysis. Along with Stochastic Op-
timization, another traditional body of knowledge dealing, in a sense, with data
uncertainty in optimization is Sensitivity Analysis. Here the issues of primary im-
portance are the continuity properties of the usual (the nominal) optimal solution
as a function of the underlying nominal data. It is immediately seen that both Ro-
bust and Stochastic Optimization are aimed at answering the same question (albeit
in different settings), the question of building an uncertainty-immunized solution
to an optimization problem with uncertain data; Sensitivity Analysis is aimed at a
completely different question.
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Robust Optimization History. Robust optimization has many roots and pre-
cursors in the applied sciences. Some of these connections are explicit, while others
are a way, looking backwards in time, to interpret an approach that was developed
under different ideas. We mention three areas where robustness has played, and
continues to play, an important role.

Robust Control. The field of Robust Control has evolved, mainly during
the 90s, in the interest of control systems designers for some level of guarantee
in terms of stability of the controlled system. The quest for robustness can be
historically traced back to the concept of a stability margin developed in the early
30s by Bode and others, in the context of feedback amplifiers. Questions such as the
“stability margin,” which is the amount of feedback gain required to de-stabilize
a controlled system, led naturally to a “worst-case” point of view, in which “bad”
parameter values are too dangerous to be allowed, even with low probability. In
the late 80s, the then-classical approach to control of large-scale feedback systems,
which was based on stochastic optimization ideas, came under criticism as it could
not be guaranteed to offer any kind of stability margin. The approach of H,
control was then developed as a multivariate generalization of the stability margin
in the early 90s. Later, the approach was extended under the name p-control, to
handle more general, parametric perturbations (the Ho, norm measures robustness
with respect to a very special kind of perturbation). The corresponding robust
control design problem turns out to be difficult, but relaxations based on conic
(precisely, semidefinite) optimization were introduced under the name of Linear
Matrix Inequalities.

Robust Statistics. In Statistics, robustness usually refers to insensitivity
to outliers. Huber (see, e.g., [65]) has proposed a way to handle outliers by a
modification of loss functions. The precise connection with Robust Optimization is
yet to be made.

Machine Learning. More recently, the field of Machine Learning has
witnessed great interest in Support Vector Machines, which are classification al-
gorithms that can be interpreted as maximizing robustness to a special kind of
uncertainty. We return to this topic in chapter 12.

Robust Linear and Convex Optimization. Aside of the outlined precur-
sors, the paradigm of Robust Optimization per se, in the form considered here, goes
back to A.L. Soyster [109], who was the first to consider, as early as in 1973, what
now is called Robust Linear Programming. To the best of our knowledge, in two
subsequent decades there were only two publications on the subject [52, 106]. The
activity in the area was revived circa 1997, independently and essentially simultane-
ously, in the frameworks of both Integer Programming (Kouvelis and Yu [70]) and
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Convex Programming (Ben-Tal and Nemirovski [3, 4], El Ghaoui et al. [49, 50]).
Since 2000, the RO area is witnessing a burst of research activity in both theory
and applications, with numerous researchers involved worldwide. The magnitude
and diversity of the related contributions make it beyond our abilities to discuss
them here. The reader can get some impression of this activity from [9, 16, 110, 89]
and references therein.

C. The Scope of Robust Optimization and Our Focus in this Book

By itself, the RO methodology can be applied to every generic optimization problem
where one can separate numerical data (that can be partly uncertain and are only
known to belong to a given uncertainty set) from problem’s structure (that is known
in advance and is common for all instances of the uncertain problem). In particular,
the methodology is fully applicable to

e conic problems — convex problems of the form
min {c"z:b— Az € K}, (©)

where K is a given “well-structured” convex cone, representing, along with
the sizes of A, a problem’s structure, while the numerical entries (¢, A, b) form
problems’s data. Conic problems look very similar to LP programs that are
recovered when K is specified as the nonnegative orthant R'. Two other
common choices of the cone K are:

— a direct product of Lorentz cones of different dimensions. The k-
dimensional Lorentz cone (also called the Second Order, or the Ice-Cream
cone) is defined as

Lk:{xéRk:ka,/x%—i—...—l—w%_l.

Problems (C) with direct products of Lorentz cones in the role of K are
called Conic Quadratic, or Second Order Conic Programming problems;

— a direct product of semidefinite cones of different sizes. The semidefi-
nite cone of size k, denoted by S’jr, is the set of all symmetric positive
semidefinite k& x k matrices; it “lives” in the linear space S* of all sym-
metric k x k matrices. Problems (C') with direct products of semidefinite
cones in the role of K are called Semidefinite programs.

Conic Quadratic and especially Semidefinite Programming problems possess
extremely rich “expressive abilities”; in fact, Semidefinite Programming “cap-
tures” nearly all convex problems arising in applications, see, e.g., [8, 32, 33].

— Integer and Mixed Integer Linear Programming — Linear Programming prob-
lems where all or part of the variables are further restricted to be integers.

The broad spectrum of research questions related to Robust Optimization can be
split into three main categories.
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i) Extensions of the RO paradigm. It turns out that the implicit assumptions

A.1, A2, A.3 that led us to the central notion of Robust Counterpart of an
uncertain optimization problem, while meaningful in numerous applications,
in some other applications do not fully reflect the possibilities to handle the
uncertain data. At present, two extensions addressing this added flexibility
exist:

e Globalized Robust Counterpart. This extension of the notion of RC cor-
responds to the case when we revise Assumption A.2. Specifically, now we
require a candidate solution x to satisfy the constraints for all instances of the
uncertain data in U and, in addition, seek for controlled deterioration of the
constraints evaluated at x when the uncertain data runs out of &. The corre-
sponding analogy to the Robust Counterpart of an uncertain (conic) problem,
called Globalized Robust Counterpart (GRC), is the optimization program

. cTr —t < agpydist((e, A, b),U)
min {t dist(b — Az, K) < aeonsdist((c, A, b), 1) } V(e 4, b)} » (GRC)

where the distances come from given norms on the corresponding spaces and

x,t

Qlobj, Olcons are given nonnegative global sensitivities.

e Adjustable Robust Counterpart. This extension of the notion of RC corre-
sponds to the case when some of the decision variables x; represent “wait and
see” decisions to be made when the true data partly reveals itself, or are anal-
ysis variables that do not represent decisions (e.g., slack variables introduced
to convert the original problem into a prescribed form, say, an LP one). It
is natural to allow these adjustable variables to adjust themselves to the true
data. Specifically, we can assume that every decision variable z; is allowed to
depend on a given “portion” Pj(c, A, b) of the true data (¢, A, B) of a (conic)
problem:

zj = X;(Pj(c, A,0)),
where X;(-) can be arbitrary functions. We then require from the resulting
decision rules to satisfy the constraints of the uncertain conic problem for all
realizations of the data from /. The corresponding Adjustable Robust Coun-
terpart (ARC) of an uncertain conic problem is the optimization program

Xl(Pl(C,A,b))

min t:b—A : eKV(c,Ab eU,. (ARC)
X1(:), 0, X ()5t )

Xn(Pn(c, AD))
It should be stressed that the optimization in (ARC) is carried out not over
finite-dimensional vectors, as is the case in RC and GRC, but over infinite-
dimensional decision rules — arbitrary functions X;(-) on the corresponding
finite-dimensional vector spaces. In order to cope, to some extent, with a
severe computational intractability of ARCs, one can restrict the structure of
decision rules, most notably, to make them affine in their arguments:

X;(pj) = q; + 7] pj-
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When restricted to affine decision rules, the ARC becomes an optimization
problem in finitely many real variables g;,7;, 1 < j < n. This problem
is called the Affinely Adjustable Robust Counterpart (AARC) of the original
uncertain conic problem corresponding to the information base Py (-), ..., P,(+).

Investigating tractability issues of Robust Counterparts. Already the plain
Robust Counterpart,

mitn{t:chgt,b—AxGKV(C,A,b)GU}, (RC)
of an uncertain conic problem,
{min{ch :b— Ax € K} (e, A,b) GU},

has a more complicated structure than an instance of the uncertain problem
itself: (RC) is what is called a semi-infinite conic problem, one with infinitely
t—clx

b— Ax
uncertain data (¢, 4, b) running through the uncertainty set. While (RC) is

many conic constraints [ } € Ky = Ry x K parameterized by the

still convex, the semi-infinite nature makes it more difficult computationally
than the instances of the associated uncertain problem. It may well happen
that (RC) is computationally intractable, even when the uncertainty set U
is a nice convex set (say, a ball, or a polytope) and the cone K is as simple
as in the case of Conic Quadratic and Semidefinite programs. At the same
time, in order for RO to be a working tool rather than wishful thinking, we
need the RC to be computationally tractable; after all, what is the point in
reducing something to an optimization problem that we do not know how to
process computationally? This motivates what is in our opinion the the main
theoretical challenge in Robust Optimization: identifying the cases where the
RC (GRC, AARC, ARC) of an uncertain conic problem admits a compu-
tationally tractable equivalent reformulation, or at least a computationally
tractable safe approximation. Here safety means that every feasible solution
to the approximation is feasible for the “true” Robust Counterpart.

At the present level of our knowledge, the “big picture” here is as follows.

e When the cone K is “as simple as possible,” i.e., is a nonnegative orthant
(the case of uncertain Linear Programming), the Robust Counterpart (and
under mild additional structural conditions, the GRC and the AARC as well)
is computationally tractable, provided that the underlying (convex) uncer-
tainty set U is so. The latter means that U is a convex set given by an
explicit system of efficiently computable convex constraints (say, a polytope
given by an explicit list of linear inequalities).

e When the (convex) uncertainty set U is “as simple as possible,” i.e., a poly-
tope given as a convex hull of a finite set of reasonable cardinality (scenario
uncertainty), the RC is computationally tractable whenever K is a computa-
tionally tractable convex cone, as is the case in Linear, Conic Quadratic, and
Semidefinite Programming.
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e In between the above two extremes, for example, in the case of uncertain
Conic Quadratic and Semidefinite problems with polytopes in the role of un-
certainty sets, the RCs are, in general, computationally intractable. There
are however particular cases, important for applications, where the RC is
tractable, and even more cases where it admits safe tractable approximations
that are tight, in a certain precise sense.

i11) Applications. This avenue of RO research is aimed at building and process-
ing Robust Counterparts of specific optimization problems arising in various
applications.

The position of our book with respect to these three major research areas in Robust
Optimization is as follows:

Our primary emphasis is on presenting in full detail the Robust Opti-
mization paradigm (including its recent extensions mentioned in item
1, as well as links with Chance Constrained Stochastic Optimization)
and tractability issues, primarily for Uncertain Linear, Conic Quadratic,
and Semidefinite Programming.

D. Prerequisites and Contents

Prerequisites for reading this book are quite modest — essentially, all that is
expected of a reader is knowledge of basic Analysis, Linear Algebra, and Probabil-
ity, plus general mathematical culture. Preliminary “subject-specific” knowledge,
(which in our case means knowledge of the Convex Optimization basics, primarily
of Conic Programming and Conic Duality, on one hand, and of tractability issues
in Convex Programming, on the other), while being highly welcomed, is not abso-
lutely necessary. All required basics can be found in the Appendix augmenting the
main body of the book.

The contents. The main body of the book is split into four parts:

e Part I is the basic theory of the “here and now” (i.e., the non-adjustable)
Robust Linear Programming, which starts with detailed discussion of the concepts
of an uncertain Linear Programming problem and its Robust/Generalized Robust
Counterparts. Along with other results, we demonstrate that the RC/GRC of an
uncertain LP problem is computationally tractable, provided that the uncertainty
set is s0. As it was already mentioned, such a general tractability result is a specific
feature of uncertain LP. Another major theme of Part I is that of computationally
tractable safe approximations of chance constrained uncertain LP problems with
randomly perturbed data.

Part I, perhaps with chapter 4 skipped, can be used as a stand-alone graduate-
level textbook on Robust Linear Programming, or as a base of a semester-long
graduate course on Robust Optimization.
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e Part I can be treated as a “conic version” of Part I, where the main concepts
of non-adjustable Robust Optimization are extended to uncertain Convex Program-
ming problems in the conic form, with emphasis on uncertain Conic Quadratic and
Semidefinite Programming problems. As it was already mentioned, aside of the (in
fact, trivial) case of scenario uncertainty, Robust/Generalized Robust Counterparts
of uncertain CQP/SDP problems are, in general, computationally intractable. This
is why the emphasis is on identifying, and illustrating the importance of generic
situations where the RCs/GRCs of uncertain Conic Quadratic/Semidefinite prob-
lems admit tractable reformulation, or a tight safe tractable approximation. An-
other theme considered in Part II is that of safe tractable approximation of chance
constrained uncertain Conic Quadratic and Semidefinite problems with randomly
perturbed data. As compared to its “LP predecessor” from Part I, this theme now
has an unexpected twist: it turns out that safe tractable approximations of the
chance constrained Conic Quadratic/Semidefinite inequalities are easier to build
and to process than the tight safe tractable approximations to the RCs of these
conic inequalities. This is completely opposite of what happens in the case of un-
certain LP problems, where it is easy to process exactly the RCs, but not the chance
constrained versions of uncertain linear inequality constraints.

We conclude Part II investigating Robust Counterparts of specific “well struc-
tured” uncertain convex constraints arising in Machine Learning and Linear Regres-
sion models. Since the most interesting uncertain constraints arising in this context
are neither Conic Quadratic nor Semidefinite, the tractability-related questions as-
sociated with the RCs of these constraints need a dedicated treatment, and this is
our major goal in the corresponding chapter.

e Part IIT is devoted to Robust Multi-Stage Decision Making, specifically,
to Robust Dynamic Programming, and to Adjustable (with emphasis on Affinely
Adjustable) Robust Counterparts of uncertain conic problems, primarily uncertain
multi-stage LPs. As always, our emphasis is on the tractability issues. We demon-
strate, in particular, that the AARC methodology allows for efficient handling
of the finite-horizon synthesis of linear controllers for uncertainty-affected Linear
Dynamical systems with certain (and known in advance) dynamics. The design
specifications in this synthesis can be given by general-type systems of linear con-
straints on states and controls, to be satisfied in a robust with respect to the initial
state and the external inputs fashion.

e A short, single-chapter Part IV presents three realistic examples, worked
out in full detail, of application of the RO methodology. While not pretending to
give an impression of a wide and diverse range of existing applications of RO, these
examples, we believe, add a “bit of reality” to our primarily theoretical treatment
of the subject.

Reading modes. We believe that acquaintance with Part I is a natural pre-
requisite for reading Parts II and III; however, the latter two parts can be read
independently of each other. In addition, those not interested in the theme of
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chance constraints, may skip the related chapters 2, 4 and 10; those interested in
this theme may in the first reading skip chapter 4.
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Chapter One

Uncertain Linear Optimization Problems and their

Robust Counterparts

In this chapter, we introduce the concept of the uncertain Linear Optimization
problem and its Robust Counterpart, and study the computational issues associated
with the emerging optimization problems.

1.1 DATA UNCERTAINTY IN LINEAR OPTIMIZATION

Recall that the Linear Optimization (LO) problem is of the form
min{ch—f—d: Az < b}, (1.1.1)

where x € R” is the vector of decision variables, ¢ € R™ and d € R form the
objective, A is an m X n constraint matrix, and b € R™ is the right hand side
vector.

Clearly, the constant term d in the objective, while affecting the optimal value,
does not affect the optimal solution, this is why it is traditionally skipped.
As we shall see, when treating the LO problems with uncertain data there

are good reasons not to neglect this constant term.

The structure of problem (1.1.1) is given by the number m of constraints and the
number n of variables, while the data of the problem are the collection (¢, d, A, b),
which we will arrange into an (m + 1) x (n + 1) data matrix

o-[ft]

Usually not all constraints of an LO program, as it arises in applications,
are of the form aTx < const; there can be linear “>” inequalities and linear
equalities as well. Clearly, the constraints of the latter two types can be repre-
sented equivalently by linear “<” inequalities, and we will assume henceforth

that these are the only constraints in the problem.

Typically, the data of real world LOs (Linear Optimization problems) is not known
exactly. The most common reasons for data uncertainty are as follows:

e Some of data entries (future demands, returns, etc.) do not exist when the
problem is solved and hence are replaced with their forecasts. These data
entries are thus subject to prediction errors;
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e Some of the data (parameters of technological devices/processes, contents
associated with raw materials, etc.) cannot be measured exactly — in real-
ity their values drift around the measured “nominal” values; these data are
subject to measurement errors;

e Some of the decision variables (intensities with which we intend to use various
technological processes, parameters of physical devices we are designing, etc.)
cannot be implemented exactly as computed. The resulting implementation
errors are equivalent to appropriate artificial data uncertainties.

Indeed, the contribution of a particular decision variable x; to the left hand side
of constraint ¢ is the product a;;x;. Hence the consequences of an additive imple-
mentation error x; — x; + € are as if there were no implementation error at all,
but the left hand side of the constraint got an extra additive term a;je, which, in
turn, is equivalent to the perturbation b; — b; — a;je in the right hand side of the
constraint. The consequences of a more typical multiplicative implementation error
z; — (1 + €)z; are as if there were no implementation error, but each of the data
coefficients a;; was subject to perturbation a;; — (1 + €)a;;. Similarly, the influ-
ence of additive and multiplicative implementation error in z; on the value of the

objective can be mimicked by appropriate perturbations in d or c;.

In the traditional LO methodology, a small data uncertainty (say, 1% or less) is just
ignored; the problem is solved as if the given (“nominal”) data were exact, and the
resulting nominal optimal solution is what is recommended for use, in hope that
small data uncertainties will not affect significantly the feasibility and optimality
properties of this solution, or that small adjustments of the nominal solution will
be sufficient to make it feasible. We are about to demonstrate that these hopes
are not necessarily justified, and sometimes even small data uncertainty deserves
significant attention.

1.1.1 Introductory Example

Consider the following very simple linear optimization problem:

Example 1.1.1. A company produces two kinds of drugs, Drugl and Drugll, con-
taining a specific active agent A, which is extracted from raw materials purchased on the
market. There are two kinds of raw materials, Rawl and Rawll, which can be used as
sources of the active agent. The related production, cost, and resource data are given
in table 1.1. The goal is to find the production plan that maximizes the profit of the

company.
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I Parameter | Drugl | Drugll |
Manpower weauired o0 | 1000
e o was || 400 | 500
S per 1000 pader || 70| 500

(a) Drug production data

Raw material Purchasing price, Content of agent A,
$ per kg g per kg
Rawl 100.00 0.01
Rawll 199.90 0.02
(b) Contents of raw materials
Budget, Manpower, Equipment, Capacity of raw materials
hours hours storage, kg
100,000 2,000 800 1,000

(c) Resources

Table 1.1 Data for Example 1.1.1.

The problem can be immediately posed as the following linear programming
program:

(Drug):
purchasing and operational costs
Opt = min{ [100 - RawI + 199.90 - RawlI + 700 - DrugI + 800 - DruglIl]
— [6200 - Drugl + 6900 - Drugl]] } [minus total profit|
income from selling the drugs

subject to

0.01 - RawI 4 0.02 - RawlII — 0.500 - Drugl — 0.600 - Drugll > 0 [balance of active agent]
Rawl + RawlI < 1000 [storage constraint]
90.0 - Drugl + 100.0 - DruglII < 2000 [manpower constraint]
40.0 - Drugl + 50.0 - DruglII < 800 [equipment constraint]

100.0 - Rawl + 199.90 - RawlII 4 700 - Drugl + 800 - DruglI < 100000 [budget constraint]
Rawl, Rawll, Drugl, Drugll > 0

The problem has four variables — the amounts Rawl, RawlI (in kg) of raw mate-
rials to be purchased and the amounts Drugl, Drugll (in 1000 of packs) of drugs

to be produced.
The optimal solution of our LO problem is
Opt = —8819.658; Rawl = 0, Rawll = 438.789, Drugl = 17.552, DruglI = 0.

Note that both the budget and the balance constraints are active (that is, the
production process utilizes the entire 100,000 budget and the full amount of ac-
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tive agent contained in the raw materials). The solution promises the company a
modest, but quite respectable profit of 8.8%.

1.1.2 Data Uncertainty and its Consequences

Clearly, even in our simple problem some of the data cannot be “absolutely re-
liable”; e.g., one can hardly believe that the contents of the active agent in the
raw materials are exactly 0.01 g/kg for Rawl and 0.02 g/kg for RawIl. In reality,
these contents vary around the indicated values. A natural assumption here is that
the actual contents of active agent al in Rawl and all in Rawll are realizations of
random variables somehow distributed around the “nominal contents” anl = 0.01
and anll = 0.02. To be more specific, assume that al drifts in a 0.5% margin of
anl, thus taking values in the segment [0.00995,0.01005]. Similarly, assume that
all drifts in a 2% margin of anll, thus taking values in the segment [0.0196, 0.0204].
Moreover, assume that al, all take the two extreme values in the respective seg-
ments with probabilities 0.5 each. How do these perturbations of the contents of
the active agent affect the production process? The optimal solution prescribes
to purchase 438.8 kg of Rawll and to produce 17.552K packs of Drugl (K stands
for ”thousand”). With the above random fluctuations in the content of the active
agent in Rawll, this production plan will be infeasible with probability 0.5, i.e.,
the actual content of the active agent in raw materials will be less than the one
required to produce the planned amount of Drugl. This difficulty can be resolved
in the simplest way: when the actual content of the active agent in raw materials
is insufficient, the output of the drug is reduced accordingly. With this policy, the
actual production of Drugl becomes a random variable that takes with equal prob-
abilities the nominal value of 17.552K packs and the (2% less) value of 17.201K
packs. These 2% fluctuations in the production affect the profit as well; it becomes
a random variable taking, with probabilities 0.5, the nominal value 8,820 and the
21% (!) less value 6,929. The expected profit is 7,843, which is 11% less than the
nominal profit 8,820 promised by the optimal solution of the nominal problem.

We see that in our simple example a pretty small (and unavoidable in reality)
perturbation of the data may make the nominal optimal solution infeasible. More-
over, a straightforward adjustment of the nominally optimal solution to the actual
data may heavily affect the quality of the solution.

Similar phenomenon can be met in many practical linear programs where at
least part of the data are not known exactly and can vary around their nominal
values. The consequences of data uncertainty can be much more severe than in
our toy example. The analysis of linear optimization problems from the NETLIB
collection! reported in [7] reveals that for 13 of 94 NETLIB problems, random 0.01%
perturbations of the uncertain data can make the nominal optimal solution severely
infeasible: with a non-negligible probability, it violates some of the constraints by

LA collection of LP programs, including those of real world origin, used as a standard benchmark
for testing LP solvers.



UNCERTAIN LINEAR OPTIMIZATION PROBLEMS AND THEIR ROBUST COUNTERPARTS 7

50% and more. It should be added that in the general case (in contrast to our toy
example) there is no evident way to adjust the optimal solution to the actual values
of the data by a small modification, and there are cases when such an adjustment is
in fact impossible; in order to become feasible for the perturbed data, the nominal
optimal solution should be “completely reshaped.”

The conclusion is as follows:

In applications of LO, there exists a real need of a technique capable of
detecting cases when data uncertainty can heavily affect the quality of
the nominal solution, and in these cases to generate a “reliable” solution,
one that is immunized against uncertainty.

We are about to introduce the Robust Counterpart approach to uncertain LO
problems aimed at coping with data uncertainty.

1.2 UNCERTAIN LINEAR PROBLEMS AND THEIR ROBUST
COUNTERPARTS

Definition 1.2.1. An uncertain Linear Optimization problem is a collection

{min {ch +d: Ax < b}} (LOy)

T (¢,d,Ab)eU

of LO problems (instances) min {¢’z 4+ d : Az < b} of common structure (i.e., with
xr

common numbers m of constraints and n of variables) with the data varying in a

given uncertainty set I ¢ R(m+1)x(n+1).

We always assume that the uncertainty set is parameterized, in an affine
fashion, by perturbation vector ( varying in a given perturbation set Z:

T ‘ d ek ‘ do L el | de L
o[- (] o [l cenem). aan
~——— —_———
nominal basic
data Dg shifts Dy

For example, the story told in section 1.1.2 makes (Drug) an uncertain LO
problem as follows:
e Decision vector: x = [Rawl; Rawll; Drugl; Drugll);

100 199.9 5500 —6100 0 1
—-0.01 —-0.02 0.500 0.600 0

1 1 0 0 1000
0 0 90.0 100.0 2000
. 0 0 40.0 50.0 800
e Nominal data: Do = 100.0  199.9 700 800 100000
1 0 0 0 0
0 -1 0 0

0
0 0 -1 0 0
0 0 0 -1 0
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e Two basic shifts:

D; = 5.0e-5 - , Dy =4.0e-4-

OO O OO OO Oooo
OO OO OO O OoOoOo
OO OO OO o ooo
OO OO OO oo oo
OO OO OO oo oo
OO OO OO O OoOoo
OO OO OO o ooOo
OO OO OO O Oooo

eNeNeloloNeoNoNol S k=

OO OO OO o oo

e Perturbation set:
Z={CeR’:-1<G, <1},

This description says, in particular, that the only uncertain data in (Drug)
are the coefficients anl, anll of the variables Rawl, Rawll in the balance
inequality, (which is the first constraint in (Drug)), and that these coefficients
vary in the respective segments [0.01-(1—0.005),0.01-(1+0.005)], [0.02-(1—
0.02),0.02- (1+40.02)] around the nominal values 0.01, 0.02 of the coefficients,
which is exactly what was stated in section 1.1.2.

Remark 1.2.2. If the perturbation set Z in (1.2.1) itself is represented as the
image of another set Z under affine mapping £ — ¢ = p + P&, then we can pass
from perturbations  to perturbations &:

{HZ] =D0+€ZL:C4DWC€Z}
= Hii] = Doy + ;[p/+¥Ppk§k]Dg 562}

u

T L ~
= {{CA Z] Z peDy +Z§k ZPMDZ 1€€Z}~
Dy 5’_/
Do Dy

It follows that when speaking about perturbation sets with simple geometry (par-
allelotopes, ellipsoids, etc.), we can normalize these sets to be “standard.” For
example, a parallelotope is by definition an affine image of a unit box {£ € R :
—-1<¢& <1,5=1,...,k}, which gives us the possibility to work with the unit box
instead of a general parallelotope. Similarly, an ellipsoid is by definition the image
of a unit Euclidean ball {¢ € R* : ||z]|2 = 272 < 1} under affine mapping, so that
we can work with the standard ball instead of the ellipsoid, etc. We will use this
normalization whenever possible.

Note that a family of optimization problems like (LOy,), in contrast to a single op-
timization problem, is not associated by itself with the concepts of feasible/optimal
solution and optimal value. How to define these concepts depends of course on
the underlying “decision environment.” Here we focus on an environment with the
following characteristics:
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A.1. All decision variables in (LOy,) represent “here and now” decisions;
they should be assigned specific numerical values as a result of
solving the problem before the actual data “reveals itself.”

A.2. The decision maker is fully responsible for consequences of the
decisions to be made when, and only when, the actual data is
within the prespecified uncertainty set U given by (1.2.1).

A.3. The constraints in (LOy) are “hard” — we cannot tolerate viola-
tions of constraints, even small ones, when the data is in U.

The above assumptions determine, in a more or less unique fashion, what are the
meaningful feasible solutions to the uncertain problem (LO;). By A.1, these should
be fixed vectors; by A.2 and A.3, they should be robust feasible, that is, they should
satisfy all the constraints, whatever the realization of the data from the uncertainty
set. We have arrived at the following definition.

Definition 1.2.3. A vector x € R" is a robust feasible solution to (LOy), if
it satisfies all realizations of the constraints from the uncertainty set, that is,

Az <b V(¢ d,Ab)eU. (1.2.2)

As for the objective value to be associated with a meaningful (i.e., robust
feasible) solution, assumptions A.1 — A.3 do not prescribe it in a unique fashion.
However, “the spirit” of these worst-case-oriented assumptions leads naturally to
the following definition:

Definition 1.2.4. Given a candidate solution z, the robust value ¢(z) of the
objective in (LOy) at  is the largest value of the “true” objective ¢’z + d over all
realizations of the data from the uncertainty set:

Az)= sup [cTz+d]. (1.2.3)
(e,d, Ab)eU

After we agree what are meaningful candidate solutions to the uncertain prob-
lem (LOy) and how to quantify their quality, we can seek the best robust value of
the objective among all robust feasible solutions to the problem. This brings us to
the central concept of this book, Robust Counterpart of an uncertain optimization
problem, which is defined as follows:

Definition 1.2.5. The Robust Counterpart of the uncertain LO problem
(LOy) is the optimization problem

min} é(z) = sup [cTax+d]: Az <bV(c,d,Ab) €U (1.2.4)
z (c,d,Ab)eU

of minimizing the robust value of the objective over all robust feasible solutions to
the uncertain problem.

An optimal solution to the Robust Counterpart is called a robust optimal
solution to (LOy), and the optimal value of the Robust Counterpart is called the
robust optimal value of (LOy).
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In a nutshell, the robust optimal solution is simply “the best uncertainty-im-
munized” solution we can associate with our uncertain problem.

Example 1.1.1 continued. Let us find the robust optimal solution to the
uncertain problem (Drug). There is exactly one uncertainty-affected “block” in
the data, namely, the coefficients of Rawl, Rawll in the balance constraint. A
candidate solution is thus robust feasible if and only if it satisfies all constraints of
(Drug), except for the balance constraint, and it satisfies the “worst” realization of
the balance constraint. Since Rawl, Rawll are nonnegative, the worst realization
of the balance constraint is the one where the uncertain coefficients anl, anll are
set to their minimal values in the uncertainty set (these values are 0.00995 and
0.0196, respectively). Since the objective is not affected by the uncertainty, the
robust objective values are the same as the original ones. Thus, the RC (Robust
Counterpart) of our uncertain problem is the LO problem

RC(Drug):
RobOpt = min {—100 - Rawl — 199.9 - RawII + 5500 - Drugl + 6100 - DruglIl}
subject to
0.00995 - RawI + 0.0196 - RawII — 0.500 - Drugl — 0.600 - DrugIl > 0
Rawl+ RawlIl < 1000
90.0 - Drugl + 100.0 - Drugll < 2000
40.0 - Drugl + 50.0 - DrugIl < 800
100.0 - RawI + 199.90 - RawlII + 700 - Drugl + 800 - DrugII < 100000
Rawl, Rawll, Drugl, Drugll > 0

Solving this problem, we get
RobOpt = —8294.567; Rawl = 877.732, Rawll = 0, Drugl = 17.467, DruglIl = 0.

The “price” of robustness is the reduction in the promised profit from its nominal
optimal value 8819.658 to its robust optimal value 8294.567, that is, by 5.954%.
This is much less than the 21% reduction of the actual profit to 6,929 which we
may suffer when sticking to the nominal optimal solution when the “true” data are
“against” it. Note also that the structure of the robust optimal solution is quite
different from the one of the nominal optimal solution: with the robust solution, we
shall buy only raw materials Rawl, while with the nominal one, only raw materials
Rawll. The explanation is clear: with the nominal data, Rawll as compared to
Rawl results in a bit smaller per unit price of the active agent (9,995 $/g vs. 10,000
$/g). This is why it does not make sense to use Rawl with the nominal data. The
robust optimal solution takes into account that the uncertainty in anl (i.e., the
variability of contents of active agent in Rawl) is 4 times smaller than that of anIl
(0.5% vs. 2%), which ultimately makes it better to use Rawl.

1.2.1 More on Robust Counterparts

We start with several useful observations.

A. The Robust Counterpart (1.2.4) of LOy can be rewritten equivalently as the

min<t: ¢z —t
x,t ’ Ax

problem

IAIA

. } V(e d, A,0) € U} : (1.2.5)
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Note that we can arrive at this problem in another fashion: we first introduce the
extra variable ¢ and rewrite instances of our uncertain problem (LOy) equivalently

min< t: c'z—t < —d
z,t ' Az < b ’

as

thus arriving at an equivalent to (LOy,) uncertain problem in variables x, ¢ with the
objective t that is not affected by uncertainty at all. The RC of the reformulated
problem is exactly (1.2.5). We see that

An uncertain LO problem can always be reformulated as an uncertain
LO problem with certain objective. The Robust Counterpart of the
reformulated problem has the same objective as this problem and is
equivalent to the RC of the original uncertain problem.

As a consequence, we lose nothing when restricting ourselves with uncertain LO
programs with certain objectives and we shall frequently use this option in the
future.

We see now why the constant term d in the objective of (1.1.1) should not be
neglected, or, more exactly, should not be neglected if it is uncertain. When
d is certain, we can account for it by the shift ¢ — ¢ — d in the slack variable ¢
which affects only the optimal value, but not the optimal solution to the Ro-
bust Counterpart (1.2.5). When d is uncertain, there is no “universal” way
to eliminate d without affecting the optimal solution to the Robust Coun-
terpart (where d plays the same role as the right hand sides of the original

constraints).

B. Assuming that (LOy,) is with certain objective, the Robust Counterpart of the

problem is
min {c"z +d: Az < b, V(A,b) €U} (1.2.6)
xT

(note that the uncertainty set is now a set in the space of the constraint data [A, b]).

We see that
The Robust Counterpart of an uncertain LO problem with a certain
objective is a purely “constraint-wise” construction: to get RC, we act
as follows:
e preserve the original certain objective as it is, and
e replace every one of the original constraints
(Az); < b s alz < (Ci)
(aT isi-th row in A) with its Robust Counterpart
aiTa: < b; V[a;; b)) € Us, RC(C;)

where U; is the projection of U on the space of data of i-th con-

straint:
U, = {[a“bl} : [A,b} S U}
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In particular,

The RC of an uncertain LO problem with a certain objective remains
intact when the original uncertainty set U is extended to the direct

product R
U=U x..xUpn,

of its projections onto the spaces of data of respective constraints.
Example 1.2.6. The RC of the system of uncertain constraints
{z1> G, 22 > G} (1.2.7)
with ¢ €U := {¢1 + (2 < 1,(1,¢2 > 0} is the infinite system of constraints
12> G, 1 > (2 V¢ eEU,
on variables x1,x2. The latter system is clearly equivalent to the pair of constraints

T > réleal/)l(gl =1, za > r(nealj(@ =1. (1.2.8)

The projections of U to the spaces of data of the two uncertain constraints (1.2.7) are the
segments Uy = {¢1 : 0 < ¢ <1} Us = {¢2: 0 < {2 < 1}, and the RC of (1.2.7) w.r.t.?
the uncertainty set i = Uy x Uy = {CER?:0< (1,6 < 1) clearly is (1.2.8).

The conclusion we have arrived at seems to be counter-intuitive: it says that
it is immaterial whether the perturbations of data in different constraints are
or are not linked to each other, while intuition says that such a link should be
important. We shall see later (chapter 14) that this intuition is valid when a

more advanced concept of Adjustable Robust Counterpart is considered.

C. If z is a robust feasible solution of (C;), then z remains robust feasible when
we extend the uncertainty set U; to its convex hull Conv(l;). Indeed, if [a;;b;] €

Conv(Y;), then
J
ala z Z >\J 57 bz

j=1

.

1,71

with appropriately chosen [a’; b'] € U;, A; > 0 such that ) A; = 1. We now have
J

M\

\jlal x<Z)\ b = b,

j=1
where the inequality is given by the fact that x is feasible for RC(C;) and [a f ; b{ | €
U;. We see that al =z < b; for all [a;;b;] € Conv(l;), QED.

By similar reasons, the set of robust feasible solutions to (C;) remains intact
when we extend U; to the closure of this set. Combining these observations with
B., we arrive at the following conclusion:

2abbr. for “with respect to”



UNCERTAIN LINEAR OPTIMIZATION PROBLEMS AND THEIR ROBUST COUNTERPARTS 13

The Robust Counterpart of an uncertain LO problem with a certain
objective remains intact when we extend the sets U; of uncertain data
of respective constraints to their closed convex hulls, and extend U to
the direct product of the resulting sets.

In other words, we lose nothing when assuming from the very beginning
that the sets U; of uncertain data of the constraints are closed and
convex, and U is the direct product of these sets.

In terms of the parameterization (1.2.1) of the uncertainty sets, the latter conclusion
means that

When speaking about the Robust Counterpart of an uncertain LO prob-
lem with a certain objective, we lose nothing when assuming that the
set U; of uncertain data of i-th constraint is given as

e ETES A R M

with a closed and convex perturbamon set Z;.

D. An important modeling issue. In the usual — with certain data — Linear
Optimization, constraints can be modeled in various equivalent forms. For example,

we can write:
(@) a1z1+ asxe < as

(b) asx1 + asze = ag (1.2.10)
(¢) z1>0,29>0
or, equivalently,
(a)  a1m1 +axrs < as
(b ) asr1 + azxs < ag
(b.2) —asz1 —asre < —ag
(¢) x1 > 0,720 > 0.

(1.2.11)

Or, equivalently, by adding a slack variable s,

(a) ayx1 +aszs +s=as
(b) asx1 + a5To = Ag (1212)
(¢) x1>0,29>0,5>0.

However, when (part of) the data aq,...,ag become uncertain, not all of these
equivalences remain valid: the RCs of our now uncertainty-affected systems of
constraints are not equivalent to each other. Indeed, denoting the uncertainty set
by U, the RCs read, respectively,

(a) arzy +axxe < ag
() asx1 +aszo =ag p Ya =lay;...;a6) €U. (1.2.13)
(¢) z1>0,29>0
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a)  a1ry + asze < ag
.1) asr1 + asxo < ag
2) —Qa5T1 — A5X9 S —ae

) 21 >0,2z2 >0

Va = [a1;...;a6] €U. (1.2.14)

A~~~
S o

8]

(a) a1x1+ asxa + s =as
(b) aax1 + asx2 =ag Va = [ay;...;a6) € U. (1.2.15)
(¢) x1>0,22>0,5s>0

It is immediately seen that while the first and the second RCs are equivalent to each
other,? they are not equivalent to the third RC. The latter RC is more conservative
than the first two, meaning that whenever (z1,x2) can be extended, by a properly
chosen s, to a feasible solution of (1.2.15), (x1,z2) is feasible for (1.2.13)=(1.2.14)
(this is evident), but not necessarily vice versa. In fact, the gap between (1.2.15)
and (1.2.13)=(1.2.14) can be quite large. To illustrate the latter claim, consider
the case where the uncertainty set is

U={a=ac=[1+G2+G4-G4+G5-G9):—p < (< p},

where ( is the data perturbation. In this situation, 1 = 1, x5 = 1 is a feasible
solution to (1.2.13)=(1.2.14), provided that the uncertainty level p is < 1/3:

(140 14240 14— CHCH ¢ < p<1/3) &(A+Q) 1+ (5-)-1=9VC.

At the same time, when p > 0, our solution (1 = 1,29 = 1) cannot be extended
to a feasible solution of (1.2.15), since the latter system of constraints is infeasible
and remains so even after eliminating the equality (1.2.15.0).

Indeed, in order for z1,z2, s to satisfy (1.2.15.a) for all a € U, we should have
x1 4222 + s+ (v +@2] =4 — CV(C 1 [¢] < p);

when p > 0, we therefore should have 1 + 2 = —1, which contradicts
(1.2.15.¢)

The origin of the outlined phenomenon is clear. Evidently the inequality a;z; +
asxy < az, where all a; and z; are fixed reals, holds true if and only if we can
“certify” the inequality by pointing out a real s > 0 such that a;z1 +asze +s = as.
When the data aq, a2, ag become uncertain, the restriction on (z1,z2) to be robust
feasible for the uncertain inequality ayxq + asze < ag for all a € U reads, “in terms

of certificate,” as
Va eUUTs > 0: a1z + asxrs + s = agz,

that is, the certificate s should be allowed to depend on the true data. In contrast
to this, in (1.2.15) we require from both the decision variables = and the slack
variable (“the certificate”) s to be independent of the true data, which is by far too
conservative.

What can be learned from the above examples is that when modeling an
uncertain LO problem one should avoid whenever possible converting inequality

3Clearly, this always is the case when an equality constraint, certain or uncertain alike, is
replaced with a pair of opposite inequalities.
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constraints into equality ones, unless all the data in the constraints in question
are certain. Aside from avoiding slack variables,* this means that restrictions like
“total expenditure cannot exceed the budget,” or “supply should be at least the
demand,” which in LO problems with certain data can harmlessly be modeled by
equalities, in the case of uncertain data should be modeled by inequalities. This
is in full accordance with common sense saying, e.g., that when the demand is
uncertain and its satisfaction is a must, it would be unwise to forbid surplus in
supply. Sometimes a good for the RO methodology modeling requires eliminating
“state variables” — those which are readily given by variables representing actual
decisions — via the corresponding “state equations.” For example, time dynamics
of an inventory is given in the simplest case by the state equations

g =2=¢C
Ti1 =Tt +q —de, t=0,1,...,T,

where x; is the inventory level at time ¢, d; is the (uncertain) demand in period [¢, ¢+
1), and variables ¢; represent actual decisions — replenishment orders at instants
t=0,1,....,T. A wise approach to the RO processing of such an inventory problem
would be to eliminate the state variables x; by setting

t—1

z=c+ Y ¢ t=01,2,.,T+]1,

T=1
and to get rid of the state equations. As a result, typical restrictions on state
variables (like “x; should stay within given bounds” or “total holding cost should
not exceed a given bound”) will become uncertainty-affected inequality constraints
on the actual decisions ¢;, and we can process the resulting inequality-constrained
uncertain LO problem via its RC.%

1.2.2 What is Ahead

After introducing the concept of the Robust Counterpart of an uncertain LO prob-
lem, we confront two major questions:

i) What is the “computational status” of the RC? When is it possible to process
the RC efficiently?

i1) How to come-up with meaningful uncertainty sets?

The first of these questions, to be addressed in depth in section 1.3, is a “structural”
one: what should be the structure of the uncertainty set in order to make the RC
computationally tractable? Note that the RC as given by (1.2.5) or (1.2.6) is
a semi-infinite LO program, that is, an optimization program with simple linear

4Note that slack variables do not represent actual decisions; thus, their presence in an LO
model contradicts assumption A.1, and thus can lead to too conservative, or even infeasible, RCs.

5For more advanced robust modeling of uncertainty-affected multi-stage inventory, see chapter
14.
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objective and infinitely many linear constraints. In principle, such a problem can
be “computationally intractable” — NP-hard.

Example 1.2.7. Consider an uncertain “essentially linear” constraint

{I1Pz = plh < 1} pyyeu (1.2.16)

where ||z|]l1 = Y. |z;|, and assume that the matrix P is certain, while the vector p is
J

uncertain and is parameterized by perturbations from the unit box:
pe{p=B¢:|(lle <1},

where [|(]|oc = max |¢¢| and B is a given positive semidefinite matrix. To check whether
xz = 0 is robust feasible is exactly the same as to verify whether ||B¢|jx < 1 whenever

[{]lc < 1; or, due to the evident relation ||ull1 = | Iﬁla.)il’I]Tu, the same as to check
LAIRSSIS

whether n%acx{nTBC nllee < 1,[[¢lle <1} < 1. The maximum of the bilinear form
n” B¢ with positive semidefinite B over n, { varying in a convex symmetric neighborhood
of the origin is always achieved when 1 = ¢ (you may check this by using the polarization
identity nT B¢ = T(n+ OTB(n+¢) - i(n— OTB(n —¢)). Thus, to check whether z = 0
is robust feasible for (1.2.16) is the same as to check whether the maximum of a given
nonnegative quadratic form ¢T B¢ over the unit box is < 1. The latter problem is known
to be NP-hard,® and therefore so is the problem of checking robust feasibility for (1.2.16).

The second of the above is a modeling question, and as such, goes beyond
the scope of purely theoretical considerations. However, theory, as we shall see in
section 2.1, contributes significantly to this modeling issue.

1.3 TRACTABILITY OF ROBUST COUNTERPARTS

In this section, we investigate the “computational status” of the RC of uncertain
LO problem. The situation here turns out to be as good as it could be: we shall
see, essentially, that the RC of the uncertain LO problem with uncertainty set U
is computationally tractable whenever the convex uncertainty set U itself is com-
putationally tractable. The latter means that we know in advance the affine hull
of U, a point from the relative interior of I/, and we have access to an efficient
membership oracle that, given on input a point u, reports whether v € Y. This
can be reformulated as a precise mathematical statement; however, we will prove
a slightly restricted version of this statement that does not require long excursions
into complexity theory.

1.3.1 The Strategy

Our strategy will be as follows. First, we restrict ourselves to uncertain LO problems
with a certain objective — we remember from item A in Section 1.2.1 that we lose

61n fact, it is NP-hard to compute the maximum of a nonnegative quadratic form over the unit
box with inaccuracy less than 4% [61].
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nothing by this restriction. Second, all we need is a “computationally tractable”
representation of the RC of a single uncertain linear constraint, that is, an equivalent
representation of the RC by an explicit (and “short”) system of efficiently verifiable
convex inequalities. Given such representations for the RCs of every one of the
constraints of our uncertain problem and putting them together (cf. item B in
Section 1.2.1), we reformulate the RC of the problem as the problem of minimizing
the original linear objective under a finite (and short) system of explicit convex
constraints, and thus — as a computationally tractable problem.

To proceed, we should explain first what does it mean to represent a constraint
by a system of convex inequalities. Everyone understands that the system of 4
constraints on 2 variables,

rT1+ae<l,x;1 —2o<1,—21+a2<1,—21 —29 <1, (131)
represents the nonlinear inequality
in the sense that both (1.3.2) and (1.3.1) define the same feasible set. Well, what
about the claim that the system of 5 linear inequalities
—U1l S X1 S U1, —Uz S To S U2, U1 + U2 S 1 (133)
represents the same set as (1.3.2)?7 Here again everyone will agree with the claim,
although we cannot justify the claim in the former fashion, since the feasible sets

of (1.3.2) and (1.3.3) live in different spaces and therefore cannot be equal to each
other!

What actually is meant when speaking about “equivalent representations of

problems/constraints” in Optimization can be formalized as follows:

Definition 1.3.1. A set X* C R? x R¥ is said to represent a set X C R?, if
the projection of X onto the space of x-variables is exactly X, i.e., x € X if and
only if there exists u € R¥ such that (z,u) € X:

X={o:3u:(z,u)e X*}.
A system of constraints S in variables x € R?, u € R is said to represent a

system of constraints S in variables z € R?, if the feasible set of the former system
represents the feasible set of the latter one.

With this definition, it is clear that the system (1.3.3) indeed represents the

constraint (1.3.2), and, more generally, that the system of 2n + 1 linear inequalities

—u; < x; Suj,j:L...,n,Zuj <1
J

in variables x, u represents the constraint

Dl <1

J
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To understand how powerful this representation is, note that to represent the same
constraint in the style of (1.3.1), that is, without extra variables, it would take as
much as 2™ linear inequalities.

Coming back to the general case, assume that we are given an optimization

problem
min {f(x) s.t. x satisfies S;, i = 1,...,m}, (P)

where S; are systems of constraints in variables x, and that we have in our disposal
systems S;r of constraints in variables z, v’ which represent the systems S;. Clearly,
the problem

m}{r’l.i.?vm {f(z) s.t. (z,0") satisfies S;", i =1,...,m} (P1)
is equivalent to (P): the 2 component of every feasible solution to (PT) is feasible
for (P) with the same value of the objective, and the optimal values in the problems
are equal to each other, so that the  component of an e-optimal (in terms of the
objective) feasible solution to (P1) is an e-optimal feasible solution to (P). We shall
say that (PT) represents equivalently the original problem (P). What is important
here, is that a representation can possess desired properties that are absent in
the original problem. For example, an appropriate representation can convert the
problem of the form ngn{ |Px—pl||1 : Az < b} with n variables, m linear constraints,

and k-dimensional vector p, into an LO problem with n+ k variables and m+2k+1
linear inequality constraints, etc. Our goal now is to build a representation capable
of expressing equivalently a semi-infinite linear constraint (specifically, the robust
counterpart of an uncertain linear inequality) as a finite system of explicit convex
constraints, with the ultimate goal to use these representations in order to convert
the RC of an uncertain LO problem into an explicit (and as such, computationally
tractable) convex program.

The outlined strategy allows us to focus on a single uncertainty-affected linear
inequality — a family

{a"2 <0} eu (1.3.4)
of linear inequalities with the data varying in the uncertainty set
U= {[a; b] = [ao;bo]—i—i@[aé;be]:geZ} (1.3.5)
=1
— and on “tractable representation” of the RC
afer<b v ([a; b] = [a®;0°] + XL:CK[GE; V] :¢e Z) (1.3.6)
=1

of this uncertain inequality.

By reasons indicated in item C of Section 1.2.1, we assume from now on that
the associated perturbation set Z is convex.
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1.3.2 Tractable Representation of (1.3.6): Simple Cases

We start with the cases where the desired representation can be found by “bare
hands,” specifically, the cases of interval and simple ellipsoidal uncertainty.

Example 1.3.2. Consider the case of interval uncertainty, where Z in (1.3.6) is a
box. W.lo.g.” we can normalize the situation by assuming that

Z =Boxi = {¢ e R" : ||¢]|oo < 1}.
In this case, (1.3.6) reads

@)+ 3 Gla)Te < 10+ 35 bt (¢l < 1)
=1 =1
s S Gl e~ B < B~ @z V|Gl <1 L=1,..L)

L

L
ar,. 3¢ o_ 1 01T
o S eteme- o] <o -

1

L
The concluding maximum in the chain is clearly 3 |[a‘]Tz — b%|, and we arrive at the

i=1
representation of (1.3.6) by the explicit convex constraint

L
(@72 + ) |[a") Tz — b <P, (1.3.7)
=1

which in turn admits a representation by a system of linear inequalities:
—up < [a*)Tz — b <wp, £=1,..., L,
L 1.3.
[aO]T:ch S up <00, (1.3.8)
i=1

Example 1.3.3. Consider the case of ellipsoidal uncertainty where Z in (1.3.6) is
an ellipsoid. W.l.o.g. we can normalize the situation by assuming that Z is merely the
ball of radius 2 centered at the origin:

Z =Ballgp = {¢ e R" : ||¢|l2 < Q}.
In this case, (1.3.6) reads

@72+ 3 GlaTz <00+ 35 b Y [ICle < Q)
(=1

=1
L
clls <0 L; GllaT"a - bﬂ <8 -l

& Q XL: ([a]Tx — b%)2 < b° — [a®] "z,
=1

and we arrive at the representation of (1.3.6) by the explicit convex constraint (“conic
quadratic inequality”)

(@) "z +Q Z([a‘]Tx — )2 <b°. (1.3.9)

=1

Tabbr. for “without loss of generality.”
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1.3.3 Tractable Representation of (1.3.6): General Case

Now consider a rather general case when the perturbation set Z in (1.3.6) is given
by a conic representation (cf. section A.2.4 in Appendix):

Z={CeR":JueR" : PC+Qu+peK}, (1.3.10)

where K is a closed convex pointed cone in RY with a nonempty interior, P, Q are
given matrices and p is a given vector. In the case when K is not a polyhedral cone,
assume that this representation is strictly feasible:

3(¢,u) : P(+ Qu +p € intK. (1.3.11)
Theorem 1.3.4. Let the perturbation set Z be given by (1.3.10), and in
the case of non-polyhedral K, let also (1.3.11) take place. Then the semi-infinite
constraint (1.3.6) can be represented by the following system of conic inequalities
in variables » € R?, y € RV:
pTy + [z <00,
Q"y =0,
(PTy)y + [0 )Tz =00 =1,..., L,
y € Ky,

(1.3.12)

where K, = {y : y72 > 0Vz € K} is the cone dual to K.

Proof. We have
x is feasible for (1.3.6)

& sup { [a®] Tz — b0 4 XL: Ce [[aé]Tx — bz] } <0
(€2 ——r~—" (=1 “—a—

dlz] celz]
= sup {c’[z]¢ +d[z]} <0
ez
o sup 7 a]¢ < —dla]

ceZ
& rrclax{cT[x]C :PC+Qu+pe K} < —dla].

The concluding relation says that x is feasible for (1.3.6) if and only if the optimal
value in the conic program

max {"[2]¢: P(+Qu+pe K} (CP)

is < —d[z]. Assume, first, that (1.3.11) takes place. Then (CP) is strictly feasible,
and therefore, applying the Conic Duality Theorem (Theorem A.2.1), the optimal
value in (CP) is < —d[z] if and only if the optimal value in the conic dual to the

(CP) problem
min {p"y:Q"y=0,PTy = —clz],y e K.}, (CD)

is attained and is < —d[z]. Now assume that K is a polyhedral cone. In this case
the usual LO Duality Theorem, (which does not require the validity of (1.3.11)),
yields exactly the same conclusion: the optimal value in (CP) is < —d[x] if and only
if the optimal value in (CD) is achieved and is < —d[z]. In other words, under the
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premise of the Theorem, x is feasible for (1.3.6) if and only if (CD) has a feasible
solution y with pTy < —d|x]. O

Observing that nonnegative orthants, Lorentz and Semidefinite cones are self-
dual, we derive from Theorem 1.3.4 the following corollary:

Corollary 1.3.5. Let the nonempty perturbation set in (1.3.6) be:

(i) polyhedral, i.e., given by (1.3.10) with a nonnegative orthant RY in the
role of K, or

(ii) conic quadratic representable, i.e., given by (1.3.10) with a direct product

Lkt x ... x LF» of Lorentz cones LF = {z € R* : x, > /22 + ... + 7,_12} in the

role of K, or
(iii) semidefinite representable, i.e., given by (1.3.10) with the positive
semidefinite cone S’j_ in the role of K.

In the cases of (ii), (iii) assume in addition that (1.3.11) holds true. Then the Ro-
bust Counterpart (1.3.6) of the uncertain linear inequality (1.3.4) — (1.3.5) with
the perturbation set Z admits equivalent reformulation as an explicit system of

— linear inequalities, in the case of (i),
— conic quadratic inequalities, in the case of (ii),
— linear matrix inequalities, in the case of (iii).

In all cases, the size of the reformulation is polynomial in the number of variables in
(1.3.6) and the size of the conic description of Z, while the data of the reformulation
is readily given by the data describing, via (1.3.10), the perturbation set Z.

Remark 1.3.6. A. Usually, the cone K participating in (1.3.10) is the direct
product of simpler cones K, ..., K?, so that representation (1.3.10) takes the form

Z={C: ! ., u”: P+ Qu+p, eK* s=1,..85}. (1.3.13)

In this case, (1.3.12) becomes the system of conic constraints in variables z, y*, ..., y*
as follows:

ZpZySH e <0,

QTyS—O s=1,..,5,

s

ST(PTy®) e+ [a ]xzbg,fz s Ly

s=1

y*eKs s=1,..,5,

where K is the cone dual to K°.

B. Uncertainty sets given by LMIs seem “exotic”; however, they can arise under

(1.3.14)

quite realistic circumstances, see section 1.4.



22 CHAPTER 1

1.3.3.1 Examples

We are about to apply Theorem 1.3.4 to build tractable reformulations of the semi-
infinite inequality (1.3.6) in two particular cases. While at a first glance no natural
“uncertainty models” lead to the “strange” perturbation sets we are about to con-
sider, it will become clear later that these sets are of significant importance — they
allow one to model random uncertainty.

Example 1.3.7. Z is the intersection of concentric co-axial box and ellipsoid,
specifically,

L
Z={CeR": -1<GQ<1LU<L,,|> ¢G/o} <}, (1.3.15)
=1
where o, > 0 and §2 > 0 are given parameters.

Here representation (1.3.13) becomes
Z={CeR": Pi{+p1 €K', Po( +p2 €K'},

where

e P¢ = [¢0], pr = [0rx1;1] and K! = {(2,t) € RF xR : t > ||z]le}, whence
Ki = {(z,t) e REXR:t>|z|h};

e P,( = [¥7'¢;0] with ¥ = Diag{o1,...,0r}, p2 = [0rx1; Q] and K? is the Lorentz
cone of the dimension I + 1 (whence K2 = K?)

Setting y' = [n1;71], ¥* = [n2; 72] with one-dimensional 71, 72 and L-dimensional 01, 72,
(1.3.14) becomes the following system of constraints in variables 7, 1, z:

(a) T1+Qm+ [aO]Tx < b0,

(b) (m + 271772)4 = b - [ae]Tx, {=1,..L,
(c) Imli < mn [&[m;n] e K,
(d) n2ll2 < 72 [ [n2;72] € KZ.

We can eliminate from this system the variables 71, 72 — for every feasible solution to
the system, we have 71 > 71 = ||m1]|1, 72 > T2 = ||m2]|2, and the solution obtained when
replacing 71, 7 with 71, T still is feasible. The reduced system in variables =, z = n1,
w = X" ny reads

L
Q 202 + [z < B°,
;lle \/Ze:gew‘ﬁ[a} i (1.3.16)

zZe+w, = b —[a)x, 0=1,.. L,

which is also a representation of (1.3.6), (1.3.15).

Example 1.3.8. [“budgeted uncertainty”] Consider the case where Z is the inter-
section of || - ||eo- and || - ||1-balls, specifically,

Z={CeR": |¢lle <1, I¢lx <}, (1.3.17)

where v, 1 <~ < L, is a given “uncertainty budget.”

Here representation (1.3.13) becomes

Z={CeR": PiC+p1 €K' Po( +p2 € K},
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where

e Pi¢ = [¢;0], pr = [0rx1;1] and K! = {[z;8] € RY x R : t > ||zle}, whence
Ki={[zt] eREXR:t>|z|1};

o Py( = [¢;0], p2 = [0nx1;7] and K? = KI = {[z;t] € RE x R : t > ||z||1}, whence
K2 =K'

Setting y' = [z;71], ¥* = [w; 2] with one-dimensional 7 and L-dimensional z,w, system
(1.3.14) becomes the following system of constraints in variables 71, T2, z, w, x:

(@) T+ ym+[a]Tz < b,

(b) (z4+w) = b —[a")T2,0=1,..,L,
(©) Izl < o [e[min] € K,
(d) [wlee < 72 [& [mi7] € KI].

Same as in Example 1.3.7, we can eliminate the 7-variables, arriving at a representation
of (1.3.6), (1.3.17) by the following system of constraints in variables z, z, w:

L
(A < 0
Lzl + ymaxfwe + [z < b (1.3.18)

z2+we = b —[af]Tx,L=1,.., L,

which can be further converted into the system of linear inequalities in z, w and additional

variables.
1.4 NON-AFFINE PERTURBATIONS

In the first reading this section can be skipped.

So far we have assumed that the uncertain data of an uncertain LO problem
are affinely parameterized by a perturbation vector ( varying in a closed convex
set Z. We have seen that this assumption, combined with the assumption that Z
is computationally tractable, implies tractability of the RC. What happens when
the perturbations enter the uncertain data in a nonlinear fashion? Assume w.l.o.g.
that every entry a in the uncertain data is of the form

K
a=> & filC),
k=1

where ¢} are given coefficients (depending on the data entry in question) and
f1(€), ..., fx(¢) are certain basic functions, perhaps non-affine, defined on the per-
turbation set Z. Assuming w.l.o.g. that the objective is certain, we still can define
the RC of our uncertain problem as the problem of minimizing the original ob-
jective over the set of robust feasible solutions, those which remain feasible for all
values of the data coming from ( € Z, but what about the tractability of this RC?
An immediate observation is that the case of nonlinearly perturbed data can be
immediately reduced to the one where the data are affinely perturbed. To this end,
it suffices to pass from the original perturbation vector ¢ to the new vector

~

Cl¢] = [Crs-3€Ls f1(C)s s [ (Q))-
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As a result, the uncertain data become affine functions of the new perturbation
vector ¢ which now runs through the image Z = (] [Z] of the original uncertainty set
Z under the mapping ¢ — E[C ]. As we know, in the case of affine data perturbations
the RC remains intact when replacing a given perturbation set with its closed
convex hull. Thus, we can think about our uncertain LO problem as an affinely
perturbed problem where the perturbation vector is Z , and this vector runs through
the closed convex set Z = cl Conv(E[Z]). We see that formally speaking, the case of
general-type perturbations can be reduced to the one of affine perturbations. This,
unfortunately, does not mean that non-affine perturbations do not cause difficulties.
Indeed, in order to end up with a computationally tractable RC, we need more than
affinity of perturbations and convexity of the perturbation set — we need this set
to be computationally tractable. And the set Z = cl Conv(Z[Z]) may fail to satisfy
this requirement even when both Z and the nonlinear mapping ¢ — Z[g] are simple,
e.g., when Z is a box and ¢ = [¢; {QQT}[LJazl], (i.e., when the uncertain data are
quadratically perturbed by the original perturbations ().

We are about to present two generic cases where the difficulty just outlined
does not occur (for justification and more examples, see section 14.3.2).

Ellipsoidal perturbation set Z, quadratic perturbations. Here Z is an
ellipsoid, and the basic functions f; are the constant, the coordinates of ¢ and the
pairwise products of these coordinates. This means that the uncertain data entries
are quadratic functions of the perturbations. W..o.g. we can assume that the
ellipsoid Z is centered at the origin: Z = {¢ : ||Q¢||2 < 1}, where Ker@ = {0}.
T

In this case, representing Z[d as the matrix [ c CCCT ], we have the following

semidefinite representation of Z = cl Conv(z [Z]):

([t ][] omenan <1

(for proof, see Lemma 14.3.7).

Separable polynomial perturbations. Here the structure of perturbations is
as follows: ¢ runs through the box Z = {¢ € RY : [|{|l~ < 1}, and the uncertain
data entries are of the form

a=pi(G)+...+p1(L),

where p¢(s) are given algebraic polynomials of degrees not exceeding d; in other
words, the basic functions can be split into L groups, the functions of ¢-th group
being 1 = (0, (r, (7, ..., ¢{l. Consequently, the function ¢[¢] is given by

¢ = LG s (s o (15 s G ey ).

Setting P = {5 = [I;5;5%...;89 : =1 < s < 1}, we conclude that Z = C?[Z]
can be identified with the set PX = P x ... x P, so that Z is nothing but the set
—_——

~
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P X ...x P, where P = Conv(P). It remains to note that the set P admits an
—_———

L
explicit semidefinite representation, see Lemma 14.3.4.

1.5 EXERCISES

Exercise 1.1. Consider an uncertain LO problem with instances
min{ch:Axgb} [A:mxn
T
and with simple interval uncertainty:
U= {(C,A,b) : |Cj — C;l| S 0j, ‘Aij - A?]‘ S Qg4 |bz — b?| S ﬂ,VZ,]}

(™ marks the nominal data). Reduce the RC of the problem to an LO problem
with m constraints (not counting the sign constraints on the variables) and 2n
nonnegative variables.

Exercise 1.2. Represent the RCs of every one of the uncertain linear con-
straints given below:

az < b,[a;b] € U = {[a;b] = [a™;6"] + PC: [[C]l < p}
[pe(l,00]] (a)

aTe < b,lasb) € U = {lasb] = [ b"] + P [l < p,C 2 0}
[p€l,00] (b)

a"z < b,[a;8] € U = {[a;b] = [a"; 6" + PC 1 [[Cl, < p}
[pe(0,1)] (o)

as explicit convex constraints.

Exercise 1.3. Represent in tractable form the RC of uncertain linear con-
straint
afz <b
with N-ellipsoidal uncertainty set
U = {la,b] = [a™ "]+ PC: (TQ;¢ < p*, 1< j < J},
where @; > 0 and Zj Q; > 0.

1.6 NOTES AND REMARKS

NR 1.1. The paradigm of Robust Linear Optimization in the form considered
here goes back to A.L. Soyster [109], 1973. To the best of our knowledge, in two
subsequent decades there were only two publications on the subject [52, 106]. The
activity in the area was revived circa 1997, independently and essentially simultane-
ously, in the frameworks of both Integer Programming (Kouvelis and Yu [70]) and
Convex Programming (Ben-Tal and Nemirovski [3, 4], El Ghaoui et al. [49, 50]).
Since 2000, the RO area is witnessing a burst of research activity in both theory
and applications, with numerous researchers involved worldwide. The magnitude
and diversity of the related contributions make it beyond our abilities to discuss
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them here. The reader can get some impression of this activity from [9, 16, 110, 89]
and references therein.

NR 1.2. By itself, the RO methodology can be applied to every optimization
problem where one can separate numerical data (that can be partly uncertain) from
a problem’s structure (that is known in advance and common for all instances of the
uncertain problem). In particular, the methodology is fully applicable to uncertain
mixed integer LO problems, where part of the decision variables are restricted to be
integer. Note, however, that tractability issues, (which are our main focus in this
book), in Uncertain LO with real variables and Uncertain Mixed-Integer LO need
quite different treatment. While Theorem 1.3.4 is fully applicable to the mixed
integer case and implies, in particular, that the RC of an uncertain mixed-integer
LO problem P with a polyhedral uncertainty set is an explicit mixed-integer LO
program with exactly the same integer variables as those of the instances of P,
the “tractability consequences” of this fact are completely different from those we
made in the main body of this chapter. With no integer variables, the fact that
the RC is an LO program straightforwardly implies tractability of the RC, while
in the presence of integer variables no such conclusion can be made. Indeed, in
the mixed integer case already the instances of the uncertain problem P typically
are intractable, which, of course, implies intractability of the RC. In the case when
the instances of P are tractable, the “fine structure” of the instances responsible
for this rare phenomenon usually is destroyed when passing to the mixed-integer
reformulation of the RC. There are some remarkable exceptions to this rule (see,
e.g., [25]); however, in general the Uncertain Mixed-Integer LO is incomparably
more complex computationally than the Uncertain LO with real variables. As it
was already stated, our book is primarily focused on tractability issues of RO, and
in order to get positive results in this direction, we restrict ourselves to uncertain
problems with well-structured convex (and thus tractable) instances.

NR 1.3. Tractability of the RC of an uncertain LO problem with a tractable
uncertainty set was established in the very first papers on convex RO. Theorem
1.3.4 and Corollary 1.3.5 are taken from [5].



Chapter Two
Robust Counterpart Approximations of Scalar Chance

Constraints

2.1 HOW TO SPECIFY AN UNCERTAINTY SET

The question posed in the title of this section goes beyond general-type theoretical
considerations — this is mainly a modeling issue that should be resolved on the
basis of application-driven considerations. There is however a special case where
this question makes sense and can, to some extent, be answered — this is the case
where our goal is not to build an uncertainty model “from scratch,” but rather to
translate an already existing uncertainty model, namely, a stochastic one, to the
language of “uncertain-but-bounded” perturbation sets and the associated robust
counterparts. By exactly the same reasons as in the previous section, we can re-
strict our considerations to the case of a single uncertainty-affected linear inequality
(1.3.4), (1.3.5).

Probabilistic vs. “uncertain-but-bounded” perturbations. When building
the RC (1.3.6) of uncertain linear inequality (1.3.4), we worked with the so called
“uncertain-but-bounded” data model (1.3.5) — one where all we know about the
possible values of the data [a;b] is their domain U defined in terms of a given affine
parameterization of the data by perturbation vector ¢ varying in a given perturba-
tion set Z. It should be stressed that we did not assume that the perturbations are
of a stochastic nature and therefore used the only approach meaningful under the
circumstances, namely, we looked for solutions that remain feasible whatever the
data perturbation from Z. This approach has its advantages:

i) More often than not there are no reasons to assign the perturbations a stochas-
tic nature.

Indeed, stochasticity makes sense only when one repeats a certain action many
times, or executes many similar actions in parallel; here it might be reasonable
to think of frequencies of successes, etc. Probabilistic considerations become,
methodologically, much more problematic when applied to a unique action,
with no second attempt possible.

1) Even when the unknown data can be thought of as stochastic, it might be
difficult, especially in the large-scale case, to specify reliably data distribution.
Indeed, the mere fact that the data are stochastic does not help unless we
possess at least a partial knowledge of the underlying distribution.
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Of course, the uncertain-but-bounded models of uncertainty also require a pri-
ori knowledge, namely, to know what is the uncertainty set (a probabilistically
oriented person could think about this set as the support of data distribution,
that is, the smallest closed set in the space of the data such that the proba-
bility for the data to take a value outside of this set is zero). Note, however,
that it is much easier to point out the support of the relevant distribution
than the distribution itself.

With the uncertain-but-bounded model of uncertainty, we can make clear predic-
tions like “with such and such behavior, we definitely will survive, provided that
the unknown parameters will differ from their nominal values by no more than
15%, although we may die when the variation will be as large as 15.1%.” In case
we do believe that 15.1% variations are also worthy to worry about, we have an
option to increase the perturbation set to take care of 30% perturbations in the
data. With luck, we will be able to find a robust feasible solution for the increased
perturbation set. This is a typical engineering approach — after the required thick-
ness of a bar supporting certain load is found, a civil engineer will increase it by
factor like 1.2 or 1.5 “to be on the safe side” — to account for model inaccura-
cies, material imperfections, etc. With a stochastic uncertainty model, this “being
on the safe side” is impossible — increasing the probability of certain events, one
must decrease simultaneously the probability of certain other events, since the
“total probability budget” is once and for ever fixed. While all these arguments
demonstrate that there are situations in reality when the uncertain-but-bounded
model of data perturbations possesses significant methodological advantages over
the stochastic models of uncertainty, there are, of course, applications (like commu-
nications, weather forecasts, mass production, and, to some extent, finance) where
one can rely on probabilistic models of uncertainty. Whenever this is the case,
the much less informative uncertain-but-bounded model and associated worst-case-
oriented decisions can be too conservative and thus impractical. The bottom line is
that while the stochastic models of data uncertainty are by far not the only mean-
ingful ones, they definitely deserve attention. Our goal in this chapter is to develop
techniques that are capable to utilize, to some extent, knowledge of the stochastic
nature of data perturbations when building uncertainty-immunized solutions. This
goal will be achieved via a specific “translation” of stochastic models of uncertain
data to the language of uncertain-but-bounded perturbations and the associated
robust counterparts. Before developing the approach in full detail, we will explain
why we choose such an implicit way to treat stochastic uncertainty models instead
of treating them directly.

2.2 CHANCE CONSTRAINTS AND THEIR SAFE TRACTABLE
APPROXIMATIONS

The most direct way to treat stochastic data uncertainty in the context of uncertain
Linear Optimization is offered by an old concept (going back to 50s [40]) of chance
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constraints. Consider an uncertain linear inequality

L
alz <b, [a;b] = [a®;0°] + Z(@[ae; b (2.2.1)
=1
(cf. (1.3.4), (1.3.5)) and assume that the perturbation vector ¢ is random with,
say, completely known probability distribution P. Ideally, we would like to work
with candidate solutions x that make the constraint valid with probability 1. This
“ideal goal,” however, means coming back to the uncertain-but-bounded model of
perturbations; indeed, it is easily seen that a given x satisfies (2.2.1) for almost all
realizations of ¢ if and only if = is robust feasible w.r.t. the perturbation set that
is the closed convex hull of the support of P. The only meaningful way to utilize
the stochasticity of perturbations is to require a candidate solution x to satisfy the
constraint for “nearly all” realizations of (, specifically, to satisfy the constraint
with probability at least 1 — ¢, where € € (0,1) is a prespecified small tolerance.
This approach associates with the randomly perturbed constraint (2.2.1) the chance
constraint

L L
p(x) = Probep {C e + Z Cola’) T > b0 + Zsz} <e, (2.2.2)

=1 =1
where Prob¢.p is the probability associated with the distribution P. Note that
(2.2.2) is a usual certain constraint. Replacing all uncertainty-affected constraints
in an uncertain LO problem with their chance constrained versions and minimizing
the objective function, (which we, w.l.o.g., may assume to be certain) under these
constraints, we end up with the chance constrained version of (LOy), which is a

deterministic optimization problem.

While the outlined approach seems to be quite natural, it suffers from a severe
drawback — typically, it results in a severely computationally intractable problem.
The reason is twofold:

i) Usually, it is difficult to evaluate with high accuracy the probability in the
left hand side of (2.2.2), even in the case when P is simple.

For example, it is known [68] that computing the left hand side in (2.2.2) is NP-
hard already when (; are independent and uniformly distributed in [—1,1]. This
means that unless P=NP, there is no algorithm that, given on input a rational z,
rational data {[a%;b‘]}f_, and rational § € (0,1), allows to evaluate p(z) within
accuracy ¢ in time polynomial in the bit size of the input. Unless ¢ takes values
in a finite set of moderate cardinality, the only known general method to evaluate
p(z) is based on Monte-Carlo simulations; this method, however, requires samples
with cardinality of order of 1/d, where § is the required accuracy of evaluation.
Since the meaningful values of this accuracy are < €, we conclude that in reality the

Monte-Carlo approach can hardly be used when e is like 0.0001 or less.

i1) More often than not the feasible set of (2.2.2) is non-convex, which makes
optimization under chance constraints a highly problematic task.
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Note that while the first difficulty becomes an actual obstacle only when € is small
enough, the second difficulty makes chance constrained optimization highly prob-

lematic for “large” € as well.

Essentially, the only known case when none of the outlined difficulties occur is the
case where ( is a Gaussian random vector and € < 1/2.

Due to the severe computational difficulties associated with chance con-
straints, a natural course of action is to replace a chance constraint with its com-
putationally tractable safe approximation. The latter notion is defined as follows:

Definition 2.2.1. Let {[a;b‘]}} ), P, € be the data of chance constraint
(2.2.2), and let S be a system of convex constraints on z and additional vari-
ables v. We say that S is a safe convex approximation of chance constraint (2.2.2),
if the « component of every feasible solution (z,v) of S is feasible for the chance
constraint.

A safe convex approximation S of (2.2.2) is called computationally tractable,
if the convex constraints forming S are efficiently computable.

It is clear that by replacing the chance constraints in a given chance con-
strained optimization problem with their safe convex approximations, we end up
with a convex optimization problem in z and additional variables that is a “safe ap-
proximation” of the chance constrained problem: the x component of every feasible
solution to the approximation is feasible for the chance constrained problem. If the
safe convex approximation in question is tractable, then the above approximating
program is a convex program with efficiently computable constraints and as such
it can be processed efficiently.

In the sequel, when speaking about safe convex approximations, we omit
for the sake of brevity the adjective “convex,” which should always be added “by
default.”

2.2.1 Ambiguous Chance Constraints

Chance constraint (2.2.2) is associated with randomly perturbed constraint (2.2.1)
and a given distribution P of random perturbations, and it is reasonable to use
this constraint when we do know this distribution. In reality we usually have only
partial information on P, that is, we know only that P belongs to a given family P
of distributions. When this is the case, it makes sense to pass from (2.2.2) to the
ambiguous chance constraint

L L
V(P € P) : Probe.p {g a1z 4+ Gl > b0+ Qbf} <e  (223)
=1

=1
Of course, the definition of a safe tractable approximation of chance constraint
extends straightforwardly to the case of ambiguous chance constraint. In the se-
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quel, we usually skip the adjective “ambiguous”; what exactly is meant depends on
whether we are speaking about a partially or a fully known distribution P.

Next we present a simple scheme for the safe approximation of chance con-
straints.

2.3 SAFE TRACTABLE APPROXIMATIONS OF SCALAR CHANCE
CONSTRAINTS: BASIC EXAMPLES

Consider the case of chance constraint (2.2.3) where all we know about the random
variables (y is that

E{¢}=0& || <1, £=1,...,L & {¢}}., are independent (2.3.1)

(that is, P is comprised of all distributions satisfying (2.3.1)). Note that a more
general case of independent random variables (, taking values in given finite seg-
ments centered at the expectations of {; by “scalings” (; — & = ay(; + B¢ with
deterministic ay, B¢ can be reduced to (2.3.1) (cf. Remark 1.2.2).

Observe that the body of chance constraint (2.2.2) can be rewritten as

L
n=> [z —b¢ <10 — [ . (2.3.2)
{=1

In the case of (2.3.1), for =z fixed, n is a random variable with zero mean and
standard deviation

L L
StD[n] = Z [af]Taz — b)2E{(Z} < Z([ae]Tx — bt)2.
=1 =1
The chance constraint requires for (2.3.2) to be satisfied with probability > 1 — e.
An engineer would respond to this requirement arguing that a random variable
is “never” greater than its mean plus 3 times the standard deviation, so that n

=1
cific as an engineer and say that n is “nearly never” greater than the quantity

L
is “never” greater than the quantity 3\/ > ([af]Tx — b¥)2. We need not be as spe-

L
Q> ([af]Tx — bt)2, where Q is a “safety parameter” of order of 1; the larger €,

the less the chances for 1 to be larger than the outlined quantity. We thus arrive
at a parametric “safe” version

L
Q Z([af]Tx — 092 <b° — [0 (2.3.3)

=1
of the randomly perturbed constraint (2.3.2). It seems that with properly defined
Q, every feasible solution to this constraint satisfies, with probability at least 1 — e,
the inequality in (2.3.2). This indeed is the case; a simple analysis, which we
will carry later on, demonstrates that our “engineering reasoning” can be justified.
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Specifically, the following is true (for proof see Remark 2.4.10 and Proposition
2.4.2):

Proposition 2.3.1. Let zy, { = 1,..., L, be deterministic coefficients and (,
{ = 1,...,L, be independent random variables with zero mean taking values in
[—1,1]. Then for every £ > 0 it holds that

L L
Probq ¢: Y 2G> Q| Y 22 p <exp{—0%/2}. (2.3.4)
=1 (=1

As an immediate conclusion, we get

L
(2.3.1) = Prob ¢ n > Q, | Y “([a)Ta — b))% p <exp{—-0?/2} V2 >0, (2.3.5)
(=1

and we have arrived at the result as follows.

Corollary 2.3.2. In the case of (2.3.1), the conic quadratic constraint (2.3.3)
is a computationally tractable safe approximation of the chance constraint

L
Prob { Ty 4 Z Cola)Ta > 00 + Z sz} < exp{—0Q?/2}. (2.3.6)

=1
In particular, with Q > 1/2In(1/€), the constraint (2.3.3) is a tractable safe ap-
proximation of the chance constraint (2.2.2).

Now let us make the following important observation:

In view of Example 1.3.3, inequality (2.3.3) is nothing but the RC of the
uncertain linear inequality (2.2.1), (1.3.5), with the perturbation set Z
in (1.3.5) specified as the ball

Ballo = {¢ : [[¢[l2 < Q}. (2.3.7)

This observation is worthy of in-depth discussion.

A. By itself, the assumption that ¢, vary in [—1,1], (which is a part of the as-
sumptions in (2.3.1)), suggests to consider, as the perturbation set Z in (1.3.5), the
box

Box; ={¢:-1<¢<1,¢(=1,..,L}.

For this Z, the associated RC of the uncertain linear inequality (2.2.1), (1.3.5) is
Z| Toe— b1 < b° = [ 2 (2.3.8)

(see Example 1.3.2). In the case of (2.3.1), this “box RC” guarantees “100% im-
munization against perturbations,” meaning that every feasible solution to the box
RC is feasible for the randomly perturbed inequality in question with probability
1. With the same stochastic model of uncertainty (2.3.1), the “ball RC,” that
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is, the conic constraint (2.3.3), guarantees less, namely, “(1 —exp{—Q?/2}) - 100%-
immunization.” Note that with quite a moderate €2, the “unreliability” exp{—Q?/2}
is negligible: it is less than 107 for QO = 5.26 and less than 10~!2 for Q = 7.44.
For all practical purposes, probability like 1072 is the same as zero probability, so
that there are all reasons to claim that the ball RC with Q2 = 7.44 is as “practically
reliable” as the box RC.! Given that the “immunization power” of both RCs is
essentially the same, it is very instructive to compare the “sizes” of the underlying
perturbation sets Box; and Ballg. This comparison leads to a great surprise: when
the dimension L of the perturbation set is not too small, the ball Ballg with Q “of
order of one,” say, () = 7.44, is incomparably smaller that the unit box Box; with
respect to all natural size measures such as diameter, volume, etc. For example,

e the Euclidean diameters of Ballg and Box; are respectively, 2Q and 2v/L;
with € = 7.44, the second diameter is larger than the first starting with L = 56,
and the ratio of the second diameter to the first one blows up to co as L grows;

e the ratio of volumes of the ball and the box is

Vol(Ballo) _ (@ym)F  _ <Q«/e7r/2>L

Vol(Box;) 2LT(L/2+1) — \ VI

T’ being the Euler Gamma function. For = 7.44, this ratio is < 1 starting with
L = 237 and goes to 0 super-exponentially fast at L — ooc.

B. As a counter-argument to what was said in A, one can argue that for small
L the uncertainty set Ball; 44 is essentially larger than the uncertainty set Box;.
Well, here is a “rectification,” interesting by its own right, of the ball RC which
nullifies this counter-argument. Consider the case when the perturbation set Z is
the intersection of the unit box and the ball of radius €2 centered at the origin:

Z={¢eRY:||¢]lec <1,|I¢|l2 < Q} = Box; NBallg. (2.3.9)

Proposition 2.3.3. The RC of the uncertain linear constraint (2.2.1) with the
uncertainty set (2.3.9) is equivalent to the system of conic quadratic constraints

(@) ze+wy=0"—[a]Ta, L =1,.., L;

(b) ZZ: |ze] + Q\/% <10 — [0 . (2.3.10)

In the case of (2.3.1), the z component of every feasible solution to this system
satisfies the randomly perturbed inequality (2.2.1) with probability at least 1 —
exp{—02?/2}.

Proof. The fact that (2.3.10) represents the RC of (2.2.1), the perturbation
set being (2.3.9), is readily given by Example 1.3.7 where one should set oy = 1.
Now let us prove that if (2.3.1) takes place and x, z, w is feasible for (2.3.10), then
x is feasible for (2.2.1) with probability at least 1 — exp{—?/2}. Indeed, when

IThis conclusion tacitly assumes that the underlying stochastic uncertainty model is accurate
enough to be trusted even when speaking about probabilities as small as 1.e-12; concerns of this
type seem to be the inevitable price for using stochastic models of uncertainty.
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[€lloe < 1, we have

[a]"x = )¢ > b0 — [a%) "2

M

14

Sl

L

= =2 G — 2wl >0 — [0z [by (2.3.10.a)]
(=1 (=1
L L

= > |zl = X weCe >0 — [Tz [since ||¢]joo < 1]
(=1 (=1

= - XL: weCe > Q| i w [by (2.3.10.b)]
=1 =1

Therefore for every distribution P compatible with (2.3.1) we have

L L
Prob¢~p {x is ineasible for (2.2.1)} < Prob¢~p {— D wele > Q>0 w?}
=1 {=1

< exp{—0?/2},
where the last inequality is due to Proposition 2.3.1. O

Note that perturbation set (2.3.9) is never greater than the perturbation
set Box; and, as was explained in A, for every fixed €2 is incomparably smaller
than the latter set when the dimension L of the perturbation vector ( is large.
Nevertheless, Proposition 2.3.3 says that when the perturbation vector is random
and obeys (2.3.1), the “immunization power” of the RC associated with the small
perturbation set (2.3.9), where Q) = 7.44, is essentially as strong as that of the 100%
reliable box RC (2.3.8). This phenomenon becomes even more striking when we
consider the following special case of (2.2.1): (; are independent and each of them
takes values £1 with probabilities 1/2. In this case, when L > Q2, the perturbation
set (2.3.9) does not contain even a single realization of the random perturbation
vector! Thus, the “immunization power” of the RC (2.3.10) cannot be explained
by the fact that the underlying perturbation set contains “nearly all” realizations
of the random perturbation vector.

C. Our considerations justify the use of “strange” perturbation sets like ellipsoids
and intersections of ellipsoids and parallelotopes: while it may seem difficult to
imagine a natural perturbation mechanism that produces perturbations from such
sets, our analysis demonstrates that these sets do emerge naturally when “immu-
nizing” solutions against random perturbations of the type described in (2.3.1).
The same is true for the “budgeted” perturbation set considered in Example 1.3.8:

Proposition 2.3.4. Consider the RC of uncertain linear constraint (2.2.1) in
the case of budgeted uncertainty:

L
Z={CeRM:-1<¢ <L 0=1,.,L, > [¢l <~} (2.3.11)
=1
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This RC, according to Example 1.3.8, can be represented by the system of con-

straints
L

(@) 3 [ze] +ymax fwe| + [a°]Tw <P,
=1
() ze+wy=0b"—[a]Ta, £=1,...,L

(2.3.12)

in variables z, z, w. In the case of (2.3.1), the  component of every feasible solution
to this system satisfies the randomly perturbed inequality (2.2.1) with probability
at least 1 — exp{—% .

Thus, the quantity % in our present situation plays the same role as the

quantity £ plays in the situation of Proposition 2.3.3.
Proof. Let (z,z,w) be feasible for (2.3.12). We have
L

L L
w3 = wi <D lwellwllse < lwlloo Y lwel < [[wlloo Vw2,
{=1 {=1

=1
where the last < is by the Cauchy inequality. Thus, ||w|s < VI||w|e; since
L
x, z,w satisfy (2.3.12), we have > |z¢| + %Hw”z < b9 — [a®]Tz, which combines
=1

with (2.3.12) to imply that z, z, w satisfy (2.3.10) with Q = % Now we can apply
Proposition 2.3.3 to conclude that in the case of (2.3.1) x satisfies (2.2.1) with
probability > 1 — exp{—% . O

Remark 2.3.5. The proof of Proposition 2.3.4 shows that the “budgeted” RC
(2.3.11) is more conservative (that is, associated with a larger perturbation set)
than the ball RC (2.3.3), provided that the uncertainty budget - in the budgeted
RC is linked to the safety parameter € in the ball RC according to Q2 = % The
question arises: Why should we be interested in the budgeted RC at all, given
that the only “good news” about this RC, expressed in Proposition 2.3.4, holds
true for the less conservative ball RC? The answer is, that the budgeted RC can
be represented by a system of linear constraints, that is, it is of the same “level
of complexity” as the instances of the underlying uncertain constraint (2.2.1). As
a result, when using budgeted uncertainty models for every one of the uncertain
constraints in an uncertain LO problem, the RC of the problem is itself an LO
problem and as such can be processed by well-developed commercial LO solvers.
In contrast to this, the ball RC (2.3.3) leads to a conic quadratic problem, which
is more computationally demanding (although still efficiently tractable).

2.3.1 lllustration: A Single-Period Portfolio Selection

Example 2.3.6. Let us apply the outlined techniques to the following single-period
portfolio selection problem:

There are 200 assets. Asset # 200 ("money in the bank”) has yearly return
ro00 = 1.05 and zero variability. The yearly returns re, £ = 1,...,199 of
the remaining assets are independent random variables taking values in the
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segments [pe — o¢, pe + o¢] with expected values pg; here

M7 or = 0.05 +O.6M, {=1,...,199.

=1 .
pe = 1.05+0.37=755 199

The goal is to distribute $1 between the assets in order to maximize the
value-at-risk of the resulting portfolio, the required risk level being € = 0.5%.

We want to solve the uncertain LO problem

199 200
max {t : ;wyz + r200Y200 — t > 0, Ezgyz =1,y¢ > OW} ;

where y, is the capital to be invested in asset # £. The uncertain data are the
returns rg, £ = 1, ...,199; their natural parameterization is

re = g + 04,

where (p, ¢ = 1,...,199, are independent random perturbations with zero mean
varying in the segments [—1,1]. Setting z = [y; —t] € R?°!, the problem becomes

minimize ooy

subject to
(@) @+ 3 Gl — [0 + 3 b
a a® + > a1t — [0+ ST (bt <0
3 P (23.13)
200
(b) Ty = 1
=1
(¢) x¢>0,¢=1,..,200
where 0
a’ = [—p1; —p2; s — 1995 —T2005 —1];
a* =0p - [0p-1,1;1;0201-¢,1], 1 < € < 199; (2.3.14)

bt =0,0</<199.

The only uncertain constraint in the problem is the inequality (2.3.13.a). We con-
sider 3 perturbation sets along with the associated robust counterparts of (2.3.13):

i) Box RC that ignores the information on the stochastic nature of the pertur-
bations affecting the uncertain inequality and uses the only fact that these
perturbations vary in [—1, 1]. The underlying perturbation set Z for (2.3.13.a)
is

{¢:lIClloe < 1}

it) Ball-box RC given by Proposition 2.3.3, with the safety parameter

Q= +/2In(1/€) = 3.255,

which ensures that the robust optimal solution satisfies the uncertainty-
affected constraint with probability at least 1 — e = 0.995. The underlying
perturbation set Z for (2.3.13.a) is

{C:1[¢lloe < 1, IC]l2 < 3.255};
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i11) Budgeted RC given by Proposition 2.3.4, with the uncertainty budget

v = /2In(1/€)V199 = 45.921,

which results in the same probabilistic guarantees as for the ball-box RC. The
underlying perturbation set Z for (2.3.13.a) is

{ClIClloe < 1,[[Cl < 45.921}.

Box RC. The associated RC for the uncertain inequality is given by (2.3.8); after
straightforward computations, the resulting RC of (2.3.13) becomes the LO problem

199
Y- (pe — 00)ye + 1.05y200 > t
max t: 5 ; (2.3.15)
. Yy=1y>0
=1

as it should be expected, this is nothing but the instance of our uncertain problem
corresponding to the worst possible values rp = py — o¢, £ = 1,...,199, of the
uncertain returns. Since these values are less than the guaranteed return for money;,
the robust optimal solution prescribes to keep our initial capital in the bank, with
a guaranteed yearly return of 1.05, that is, a guaranteed profit of 5%.

Ball-box RC. The associated RC for the uncertain inequality is given by Propo-
sition 2.3.3. The resulting RC of (2.3.13) is the conic quadratic problem

199 199 199
> teye + 1.05y200 — Y. |ze| — 3255,/ S w? >t
max ¢ t: =1 =1 =1 . (2.3.16)
y,2,w,t 200
Z€+wf:U€yéa€:1a"'a1997 Zyézlayzo
(=1

The robust optimal value is 1.1200, meaning 12.0% profit with risk as low as € =
0.5%. The distribution of capital between assets is depicted in figure 2.1.

Budgeted RC. The associated RC for the uncertain inequality is given by Propo-
sition 2.3.4. The resulting RC of (2.3.13) is the LO problem

199 199
> Heye 4+ 1.05y200 — Y |ze| —45.921 max |we| >t
max { t: =1 = e . (23.17)

Y, 2,w,t

zo+wp=opye, £=1,...,199, > ye=1,4 >0
=1

The robust optimal value is 1.1014, meaning 10.1% profit with risk as low as € =
0.5%. The distribution of capital between assets is depicted in figure 2.1.

Discussion. First, we see how useful stochastic information might be — with risk
as low as 0.5%, the value-at-risk of the portfolio profits yielded by the ball-box RC
(12%) and the Budgeted RC (10%) are twice as large as the profit guaranteed by
the box RC (5%). Note also that both the ball-box and the Budgeted RCs suggest
“active” investment decisions, while the box RC suggests keeping the initial capital
in bank. Second, the Budgeted RC, as it should be, is more conservative than the
ball-box one. Finally, we should remember that the actual risk associated with
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0 20 40 60 80 100 120 140 160 180 200

Figure 2.1 Robust solutions to portfolio selection problem from Example 2.3.6. Along
the z-axis: indices 1,2,...,200 of the assets. a: expected returns, b: upper and
lower endpoints of the return ranges, c: invested capital for ball-box RC, %,
d: invested capital for Budgeted RC, %.

the portfolio designs offered by the ball-box and the Budgeted RCs (that is, the
probability for the actual total yearly return to be less than the corresponding
robust optimal value) is at most the required 0.5%, and is likely to be less than
this amount; indeed, both RCs in question utilize conservative approximations of
the chance constraint
199
PI‘Ob{Z TeYe + T200Y200 < t} <e.
=1

It is interesting to find out how small the actual risk is. The answer, of course,
depends on the actual probability distributions of uncertain returns (recall that in
our model, we postulated only partial knowledge of these distributions, specifically,
knowledge of their supports and expectations). Assuming that “in reality” (,
¢ =1,..,199, take only their extreme values +1, with probability 1/2 each, and
carrying out a Monte-Carlo simulation with a sample of 1,000,000 realizations, we
found that the actual risk for the “ball-box” portfolio is less than the required risk
0.5% by factor 10, and for the “Budgeted” portfolio, by factor 50. Based on this
observation, it seems plausible that we can reduce our conservatism by “tuning,”
that is, by replacing the required risk in the RCs with a larger quantity, in hope
that the resulting actual risk, (which can be evaluated via simulation), will still be
below the required level. With this tuning, reducing the safety parameter 2 = 3.255
in (2.3.16) to 2 = 2.589, one ends up with the robust optimal value 1.1470 (that
is, with a profit of 14.7% instead of the initial 12.0%), while keeping the empirical
risk (as evaluated over 500,000 realization sample) still as low as 0.47%. Similarly,
reducing the uncertainty budget v = 45.921 in (2.3.17) to v = 30.349, we increase
the robust optimal value from 1.1012 to 1.1395 (i.e., increase profit from 10.12% to
13.95%), with the empirical risk as low as 0.42%.
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2.3.2 lllustration: Cellular Communication

Example 2.3.7. Consider the following problem:

Signal Recovery: Given indirect observations
u=As+ p€ (2.3.18)

ofasignals € S={s€R":s;, =+x1,i=1,..n} (A is a given m X n matrix,
& ~ N(0,1I,,) is observation noise, p > 0 is a deterministic noise level), find
an estimate s of the signal of the form

$ = sign|[Gu] (2.3.19)
such that the requirement

V(s € S,i <n):Prob{s; # s;} = Prob{(sign[GAs + pG¢]); # si} <e¢
(2.3.20)

is satisfied. Here € < 1 is a given tolerance, and sign[v] acts in the coordinate-

wise fashion: sign[[v1;...;vn]] = [sign(vi);...;sign(va)].

The situation when a signal s € S is observed according to (2.3.18) can be
regarded as a meaningful (although somehow simplified) model of cellular commu-
nication. Note also that estimates of the form (2.3.19) are practical — while not
the best from the viewpoint of their sensitivity to noise, they are frequently used
in reality due to their computational simplicity. Finally, let us explain what is the
rationale behind (2.3.19). Assuming s to be random and Gaussian with zero mean
(and independent of &), the best recovery, in the sense of the mean square error, is
indeed a linear one: § = Gu with a properly defined matrix G (the so called Wiener
filter). Engineers often use optimal solutions to simple problems as “practical so-
lutions” to more complicated problems, the Wiener filter not being an exception.
A linear estimator Gu of a signal observed according to (2.3.18) is frequently used
in situations when s is not necessarily Gaussian with zero mean. Now, when we
know in advance that s is a 1 vector, we can try to improve the purely linear es-
timator Gu as follows: assuming that Gu is not too far from s (namely, the typical
Euclidean distance from Gu to s is < 1), the vector sign[Gu] “equally typically”
will be exactly s. All this being said, let us focus on the Signal Recovery problem
as a mathematical beast. Our first observation is immediate:

A necessary and sufficient condition for (2.3.20) is
Vi<n:Y [(GA)ijl = (GA)ii+pllgillErfinv(e) < 0 & g; # 0, (2.3.21)
J#i
where g! isi-th row of G and Erflnv is the inverse error function defined

by the relation

0 <6 < 1= Erf(Erflnv(d)) = 0,

{Erf(S) = [ = exp{—r?/2}dr is the error function. (2.3.22)
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Indeed, assume that G satisfies (2.3.20). Then for every i < n we have

V(s € 8,5 =—1): Prob{ Y (GA)ijs; — (GA)ii + p(g ) > 0} < e.
J#i
The latter is possible only when g; # 0 (since otherwise the probability in the left
hand side is 1) and is equivalent to

V(s € 8,8 = —1) : Prob{—p(g¥¢) < Z GA)ijsj — (GA)i;} <,
JFi
which, due to p(gl'¢) ~ N (0, p?||g:]|3), is equivalent to
V(s €S,si=-1):3,,(GA)ijsj — (GA)i; + pErflnv(e)||gifl2 <0
T
22 [(GA)ij| = (GA)ii + pllgill2Erflnv(e)
= maXses,s;=—1 [Zj;éi(GA)ijsj - (GA)n} + pErfInv(e) g2 < 0,

and we see that (2.3.21) takes place. Vice versa, if the latter relation takes place,
then, inverting the above reasoning, we see that

V(i <n,s €S:s;=—1):Prob{(sign[GAs + pG¢]); # s;} < e.

Since ¢ is symmetrically distributed, the latter relation is equivalent to (2.3.20).
Observe that when p > 0, (2.3.21) clearly implies (GA);; > 0. Multiplying the rows
in G by appropriate positive constants, we can normalize G to have (GA); = 1
for all ¢, and this normalization clearly does not affect the validity of (2.3.21). Tt
follows that the problem of interest is equivalent to the optimization problem

0,G 1<i<n

Note that this problem, while not being exactly convex, is nevertheless computa-
tionally tractable: for every positive p, the system of constraints in the right hand
side is a system of efficiently computable convex constraints in G, and we can check
efficiently whether it is feasible. If it is feasible for a given p, it is feasible for all
smaller p as well, so that the largest p for which the system is feasible (and that
is exactly the p we want to find) can be easily approximated to a high accuracy
by bisection. We are about to show that in fact no bisection is necessary — our
problem admits a closed form solution. Specifically, the following is true:

Proposition 2.3.8. Problem (2.3.23) has a feasible solution with p > 0 if and
only if the rank of the matrix A is equal to n (the dimension of the signal s), and
in this case an optimal solution to (2.3.23) is as follows:

e (5 is the pseudo-inverse of A, that is, the n X m matrix with the transposed rows
belonging to the image space of A and such that GA = I (these conditions uniquely
define G);

o p = (Erflnv(e) m;fix,/zj 2

Proof. Observe, first, that if Rank(A) < n, the problem (2.3.23) has no feasible
solutions with p > 0. Indeed, assume that Rank(A) < n and that (p > 0,G) is a feasible
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solution to the problem. Then the image L C R™ of the matrix GA is a proper linear
subspace of R™ and as such it does not intersect the interior of at least one of the 2"
orthants R, = {s: k;s; > 0,1 <i<n}, k, = £1. Indeed, there exists a nonzero vector e
which is orthogonal to L; setting k; = sign(e;) when e; # 0 and choosing, say, k; = 1 when
e; = 0, we ensure that e7 f > 0 for all f € intR,, so that L cannot intersect intR,. Thus,
there exists k € S such that L does not intersect intR,, meaning that (k—GAk); > 1 for at
least one ¢. On the other hand, (G, p) is feasible for (2.3.23), meaning that (GA); = 1 and
>z |[GAij| < 1; these relations clearly imply that (k — GAk)i = =3, (GA)ik; < 1,
the desired contradiction.

Now assume that Rank(A) = n, so that there exists the pseudo-inverse of A, let it be

denoted GT. Setting p. = (ErfInv(e) max Z(G’L-V)*l, we get a feasible solution (p., G')
¢ J

to (2.3.23). Let us prove that this solution is optimal. To this end, assume that there

exists a feasible solution (p, G) to (2.3.23) with p > p., and let us lead this assumption to

a contradiction. Let a;, i = 1,...,n, be the columns of A, and g7, i =1, ...,n, be the rows

of GT, so that
T o _ 1, 1=y
% “ﬂ“s”*{ 0, i#]
due to GTA = I. Let, further, §¥ be the rows of G. Observe that we can, w.l.o.g., assume
that g; belong to the image space of A. Indeed, replacing the (transposed of the) rows
in G by their orthogonal projections on the image space of A, we do not change GA and
do not increase the Euclidean norms of the rows in G and thus preserve the feasibility of
(p, G) for (2.3.23). Further, from (GA)y; =1, i = 1,..., n, it follows that g7 a; = 1, so that
gi # 0 for all i. Now comes the final step: we have p.ErfInv(e) ||gi|]|2 < 1 for every ¢, with
| —

Vx

the inequality being equality for some i; w.l.o.g. we may assume that
villgillz S vllgille =1, i =1,...,n.

Now let
T
F9) =" lg"a;| + veligllo-
J#1
Then f(g1) = 1. We claim that f(g1) < 1. Indeed, setting v = pErflnv(e), we have

F@) =D _1(GA) ]+ vellgallz < D 1GA)y| + vlgilla < 1,
J#1 J#1
where the strict inequality is due to the fact that g1 # 0 and v > v., and the concluding
inequality follows from the fact that (v, G) is feasible for (2.3.23). Now, the vector g
belongs to the image space of A, and this image is spanned by the vectors gi, ..., gn.
Indeed, by the definition of pseudo-inverse the vectors g; belong to this space; if their
linear span were less than the image of A, there would exist vector As, s # 0, orthogonal
t0 g1, ..., gn, whence GTAs = 0 instead of GTAs = s # 0. It follows that

g =91+ Zrkgk
k
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| cond(A) [ p(10=3) [ p(10~%) |
3.7¢2 [ 0.0122 ] 0.009219
1.46¢4 5.5e-4 | 4.16e-4

Table 2.1 Critical noise levels for two instances of the Signal Recovery problem.

for some rk. Since (@A)u = ’g\fal = 1 and g;{al = 6p1, we have r; = 0, that is,
91 =91+ D}z Tkgk. We now have

1> f(g1) = f(gr + Z TEgE) = Z (g1 + Z rrgr)” )

+villgr + Z Tk9k||2 =YY g 9 | +V*||91 + Z Trgk||2

J#1 k#1
6k
=2 Irel+wellgr + X0 rrgrllz = 320 Irel +vellgnllz = 52 vellgrll el > 1,
k#1 k#1 k#1 —— k] ——
1 <1
which gives the desired contradiction. O

Proposition 2.3.8 brings us good and bad news. The good news is that the
solution to our problem is simple and natural; the bad news is that when A is ill-
conditioned, the optimal recovery suggested by the proposition will be optimal, but
nevertheless of a very poor performance, since the “straightforward recovery” u —
GTu will amplify the noise. In table 2.1, we present numerical results for two 32 x 32
randomly generated matrices A: in the first, the entries are sampled from N(0,1)
distribution, in the second we generate the matrix in the same fashion, but then
multiply one of its columns by a small number to make the matrix ill-conditioned.
This experiment demonstrates, as a byproduct, how tight our approximation is:
for the first matrix and p = 0.0122, (which provably guarantees precise recovery
with probability at least 0.999), in a sample of 100,000 experiments there were 3
recovery errors, meaning that the true error probability at this level of noise is
hardly much less than 107°; at the same time, at a level of noise 0.75p(10~2), the
error probability is provably less than 1076.

Can we “beat” the straightforward recovery given by the pseudo-inverse of
A? The answer is yes, provided that we slightly restrict the set of tentative signals
S. Assume, e.g., that our signals s are vectors with coordinates +1 and such that
among the entries of s there are at least k ones and k minus ones; here k < n/2
is a given integer. Let Si be the set of all signals of this type (in this notation,
what used to be S is nothing but Sp). The derivation that led us to (2.3.23) can
be carried out with Sy in the role of S, and the resulting equivalent reformulation
of the problem is

rg%x max (GA);js; + pErfInv(e) /Z G?. <1=(GA);;,1<i<n

si=—1 j#i
(2.3.24)
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The only difference with the case of £ = 0 is in computing

®i(G) = gnax Z(GA)iij,
J#i
the quantity that in the case of k = 0 was ., [(GA);;|. Now this quantity is of

the form
n—1

F vy Zp—1) = MA& iS;
(zla y Zn 1) ?és}gzzjsja
7j=1
where S} is the set of all vectors in R™ ! with coordinates &1 that have at least
k —1 coordinates equal to —1 and at least k coordinates equal to 1; indeed, we have

?,(G) = F(GA)i1, ..., (GA)i i—1, (GA)iit1s -, (GA)in).

In order to compute F', note that S; is exactly the set of extreme points of the
polytope {s € R* ! : =1 <s; <1V, 3,85 <n+1-2k > 55 > —n+1+ 2k},
so that

-1
F(2)= max 3557 2s;:

—-1<s; <1, stj§n+1—2k,
stj > -—n+1+2k
= min {Z?Zl[uj + v+ (n+1—=2k)po+(n—1-2k):
{15 >0,v,>0}725
fj = vj+po —vo = 2,1 < j<n—1},

where the concluding equality is given by the Linear Programming Duality Theo-
rem. It follows that (2.3.24) is equivalent to the explicit computationally tractable
optimization program

2o sizn (i + vig] + (41 = 2k)pio + (n — 1 = 2k)vio
/ 2 _ o
max { p: +pErfInv(e) Zj Gy, <1= (GA)ii,i=1,...,n . (2.3.25)

PG ,uij—Vij—|—u,i0—yi0:(GA)ij,lgiSn,lngn,j#i
Wi, vi; > 0,1 <i<n,0<j<ni#j
For this problem, a closed form solution is seemingly out of the question; the prob-
lem, however, can be solved efficiently by the bisection-based strategy presented
before Proposition 2.3.8. Whether the recovering routine yielded by the optimal
solution to this problem “beats” the straightforward recovery based on the pseudo-
inverse of A depends on the “geometry” of A. Experiments demonstrate that for
randomly generated matrices A, both procedures are essentially of the same power.
At the same time, for special matrices A the recovering routine based upon the
optimal solution to (2.3.25) can beat significantly the “straightforward” one. As
an example, consider the case when A is close to the orthonormal projector P onto
the hyperplane 3 s; = 0, specifically,
K3

1-17

)
n

A=A, =P+y

where 1 is the vector of ones. The closeness of this matrix to P is controlled by ~y
— the closer this parameter is to 0, the closer A is to P. In table 2.2, we present
results of numerical experiments with n = 32, k = 1, and A = A, for v = 0.005
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p(107%), G p(107%),

7 is given by (2.3.25) | G =Gt
0.005 0.0146 0.00606
0.001 0.0135 0.00121

Table 2.2 Experiments with A being near-projector onto the hyperplane {s € R3? Ssi =
0} and k= 1.

and v = 0.001. We see that in order to ensure 0.9999-reliable recovery, the routine
based on Gt = A~! requires an essentially smaller level of noise than the one based
on the optimal solution to (2.3.25). For example, with v = 0.001 and the noise level
0.0135, the probability of wrong recovery by the procedure based on G, evaluated
on a 10,000-element sample is as large as 0.68 (and remains 0.42 even when the
level of noise is reduced by a factor of 2). In contrast to this, the procedure based
on (2.3.25) at the noise level 0.0135 provably guarantees 0.9999-reliable recovery.
Note that this significant advantage in performance “is bought” by forbidding just
two of the 232 = 429, 4967, 296 signals with coordinates £1, namely, the signal with
all coordinates 1 and the one with all coordinates —1.

It should be added that by itself, the problem of highly reliable recovery of
a signal s € Sy from “deficient” observations (2.3.18), (e.g., those with Rank(A) <
n) is not necessarily ill-posed. Consider, e.g., the case when m = Rank(4) =
n — 1. Then the observations are obtained from s by the following sequence of
transformations: (a) projecting on a hyperplane (the orthogonal complement to the
null space of A), (b) applying an invertible linear transformation to the projection,
and (c) adding noise to the result. The possibility to recover s € Sy from the
resulting observation depends on whether the projection in (a) when restricted
onto the set of vertices of the unit cube is a one to one mapping. Whenever this
is the case (as it indeed happens when A is “in general position”), we can recover
the signal from the observations exactly, provided that there is no noise, and,
consequently, can recover it with arbitrarily high reliability, provided that the noise
level is small enough. What does become impossible — independently of the level
of noise! — is an errorless recovery of the form (2.3.19).

2.4 EXTENSIONS

In the preceding section, we were focusing on building a safe approximation of the
chance version (2.2.3) of a randomly perturbed linear constraint (2.2.1). Under
specific assumptions, expressed by (2.3.1), we have built such an approximation in
the form of the RC of (2.2.1) with the properly chosen perturbation set Z. We are
about to extend this construction to wider families of random perturbations than
those captured by (2.3.1). Specifically, let us assume that the random perturbation
¢ affecting (2.2.1) possesses the following properties:
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P.1. (¢, £ =1, ..., L, are independent random variables;
P.2. The distributions Py of the components (; are such that

1
/exp{ts}dPg(s) < exp{max[u/ t, pu, t] + 503t2} VteR (2.4.1)

with known constants p, < ,uz and oy > 0.

Property P.2 can be validated in several interesting cases to be considered later.
Right now, let us derive some consequences of P.1-P.2.

Given P.1-2, consider the problem of bounding from above the probability

L
p(z) of the event zo + > 2z¢(p > 0, where z = [20; 21; ...; 2] IS a given deterministic
(=1
vector. Let us set
L 1
D (wy,...,wp) = Z {max[u[wg,ue_wg] + 50?11}? , (2.4.2)
=1
so that by P.1-2 for all deterministic reals wy, ..., wy, one has
L
E {exp{z cm}} < exp{®(wn, . wy)}. (2.4.3)
(=1
We have L
2o + Z z¢Ce >0
=1

L
< exp{afzo+ Y 2]} >1Va>0
=1

= Va>0:E {exp{a[zo + ZL: ZgCg]}} > p(z)
= Va>0:exp{az + <I>(az£1:,1a22, wwazp)} > p(z)
< Va>0:az+ ®(afz1;..5210]) > Inp(z).
We have arrived at the inequality
Va > 0:1lnp(z) < azg + @(afz1;...; 21])-

If, for certain o > 0, the right hand side of this inequality is < Ine, then the
inequality implies that p(z) < e. We have arrived at the following conclusion:

(x) Whenever, for a given € € (0,1) and given z, there exists a > 0 such

that
azg + P(afz1;...; 21]) < In(e), (2.4.4)

one has

L
Prob {g 20+ > 2G> 0} <e. (2.4.5)

(=1
In other words, the set

72 ={z=lz0;...;2r] : Ja > 0: azg + P(afz1;...;21]) <In(e)}

is contained in the feasible set of the chance constraint (2.4.5).
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Now, the feasible set of (2.4.5) is clearly closed; since it contains the set Z?, it
contains the set

Z.=clZ?. (2.4.6)
Let us find an explicit description of the set Z.. We should understand first when
a given point z belongs to Z2. By definition of the latter set, this is the case if and

only if
Ja>0:1lne) > f.(a)=azo+ P(alz;..521])
L L
_ o2
= a(z0+ Y maxluy ze, 1uf 2)) +% P> 07z (2.4.7)
=1 =1

a(z)

Assuming b(z) = " 0722 > 0, the function f,(a) attains its minimum on [0, o),
¢

and this minimum is either f,(0) = 0 (this is the case when a(z) > 0), or —1 a:((zz))

(this is the case when a(z) < 0). Since In(e) < 0, we conclude that in the case
b(z) > 0, relation (2.4.7) holds if and only if a(z) + v/21n(1/€)b(z) < 0, i.e., if and
only if

L
20+ Zmax[u;zg,uz,zg] ++/2In(1/e)
=1

In the case b(z) = 0, relation (2.4.7) takes place if and only if a(z) < 0. To
summarize: z € Z? if and only if z satisfies (2.4.8) and a(z) < 0. The closure Z, of
this set is exactly the set of solutions to (2.4.8). We have proved the following:

L
> o2z <o (2.4.8)
{=1

Proposition 2.4.1. Under assumptions P.1-2, relation (2.4.8) is a sufficient
condition for the validity of (2.4.5). In other words, the explicit convex constraint
(2.4.8) in variables z is a safe approximation of the chance constraint (2.4.5).

As an immediate corollary, we get the following useful statement:

Proposition 2.4.2. Let (s, £ =1, ..., L, be independent random variables with
distributions satisfying P.2. Then, for every deterministic vector [z1;...; 2] and
constant © > 0 one has

L L

L
Prob ZZ(C@ > Zmax[u[zbu;zg] +Q ZU?Z? <exp{—0Q%/2}. (2.4.9)
=1 =1 =1

Proof. Setting

L
20 = —max[u, ze, g 2] — € Zale% € = exp{—0?/2},
=1
we ensure the validity of (2.4.8); by Proposition 2.4.1, we have therefore
L

Prob{zy + Zzz@ >0} < e =exp{—0?/2},
=1

which, in view of the origin of zg, is nothing but (2.4.9). O
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Now let us make the following observation:

(xx) Consider a perturbation set Z given by the following conic
quadratic representation:
,U/Z <ne—ug < ,U/;7€: 1a"'aL
zZ = eRL:Jy e RL: L ,
! \[ 2 /o < \/2Mn(1/e)

=1
(2:4.10)
where, by definition, a®/0? is 0 or +oco depending on whether a = 0 or
a # 0. Then for every vector y € RY one has

L
> max{uf ye, py el +v/2In(1/€) | Y ody? = max7"y.
=1

=1

Indeed, we have Z = {n = u+v : pu; < v < pf, XL: uj/op < \/2In(1/e)},
whence -
naxTy
= H;%X{(HU)T@/:MZS”@SMZW iU?/U?S\/W}
= mgx {va tpy S < /LZ Vf} -

—l—msxx{uTy: i u? ol < \/21n(1/e)}

~

L
= max[ug_ybl@yd + 2111(1/6)\/62%7
| =1

4

We can summarize our findings in the following

Theorem 2.4.3. Let the random perturbations affecting (2.2.1) obey P.1-2,
and consider the RC of (2.2.1) corresponding to the perturbation set (2.4.10). This
RC can be equivalently represented by the explicit convex inequality

[[a]Tz — b°] + XL: max(u; ([a“)Tz — %), pf ([aF]F 'z — b°)]

=1
+\/21n(1/e)\/§:1 o2 ([af]Tz — b*)2 <0,

and every feasible solution to this inequality is feasible for the chance constraint
(2.2.3).

(2.4.11)

Proof. By definition, x is feasible for the RC in question if and only if

L
@) e ="+ e ([0 2 —b) <0Vp € Z,
a,_/ =1 M—/

z20 Ze
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or, which is the same,

20 +sup n’ [z15...;21] < 0.
nez

By (), the latter inequality is nothing but (2.4.11), and by Proposition 2.4.1, for
every solution to this inequality we have
L

Prob{zo + Z@ze >0} <,
=1

when the random vector ¢ obeys P.1-2. [

2.4.1 Refinements in the Case of Bounded Perturbations

In addition to assumptions P.1-2, assume that (, have bounded ranges:
Prob{a, < ¢ <af}=1,0=1,.. L, (2.4.12)
where —oo < a, < a}' < 0o are deterministic. In this case, Theorem 2.4.3 admits

the following refinement (cf. Proposition 2.3.3):

Theorem 2.4.4. Assume that random perturbations affecting (2.2.1) obey
P.1-2 and (2.4.12) with a, < p, < ,uzr < az for all ¢, and consider the RC of
(2.2.1) corresponding to the perturbation set (cf. (2.4.10))

py <me—ue < pf,1<0<L
L

Z = (neR':3ueckh: ,/L;luﬁ/ag < /2In(1/e) . (24.13)
af Sme<af,1<(<L
where, by definition, a?/0? is 0 or +oco depending on whether a = 0 or a # 0. This
RC can be equivalently represented by the explicit system of convex inequalities
(a) [a")Tx—b' =up+vy, £=0,1,...,L

L
) uo+ Y, max[a[u[,a?ug] <0
i=1

L [L
(¢) wo+ > max(u, ve, i ve) ++/2In(1/€) [ Y o202 <0,
=1 =1

in variables z,u,v. Moreover, every x that can be extended to a feasible solution
(z,u,v) to the latter system is feasible for the chance constraint (2.2.2).

Proof. 1°. Let us prove that with Q = 2,/In(1/¢), for every vector z =
[20; 215 ...; z1.] the equivalence

(2.4.14)

(a) maxpezz0 + 37, Neze < 0]

)

u+tv=z (b.1)
() FJu,v:q Yot ZzL:1 max|ag ug, af ug] <0 (0.2)
vo + Yoiy max{ug ve, il ve] + QL 030 <0 (b:3)

(2.
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holds true. It is immediately seen that the validity of this equivalence remains
intact under “shifts” (aF,ui) v+ (af + co, ui + co) of the coefficients, so that we
can assume, w.l.o.g., that

Vl:a, <p; <0< pf <ap. (2.4.16)

We first prove that (2.4.15.b) implies (2.4.15.a); so, let u, v satisfy the relations
in (2.4.15.b), and let n € Z. Then 1 € [a; ,a/ ] for every ¢, which combines with
(2.4.15.0.2) to imply that

L
ug + ZU@U@ <0. (2.4.17)
=1

Besides this, due to the constraints in the definition of Z, we have n = n° 4+n' with
19 € luy, pf) and Yp, ()2 /o2 < Q2. Tt follows that

vo + 25:1 Neve = Vo + ZeLzl nYve + Zngl npve
L — L
< w0 + gy max(puy ve, i vel + Yooy [oevel [0} /o) (2.4.18)

L — L
< wo + 2oy max(ug ve, g ve] + Q30,0 afv; <0

where the concluding inequality is given by (2.4.15.5.3). Combining (2.4.17),
(2.4.18), and (2.4.15.b.1), we arrive at (2.4.15.a).

Next we prove that (2.4.15.a) implies (2.4.15.). Let
P = {n:a[ﬁmﬁa}',lﬁﬁﬁ[/},

Q = {n:3Jv:p, Sm—wguzﬂ1§€§L,\/ZZL:1U%/0?§Q},

so that P, Q are convex compact sets and Z = PN Q; besides this, we clearly have
Zo{n:ip, <n <pf,1 <0< L} Assume, first, p, < pf for all ¢, so that
int? NintQ # @. In this case, by well-known results of Convex Analysis, a vector
z = [20; ...; 2] satisfies the relation

T
z max 215520 <0
0+n€POQTl [21 L] <
if and only if there exists a decomposition z = u + v with
ug + maan[ul; wqup] <0, vo+ maan[vl; .;ur] <0.
nepP neQ
The first inequality clearly says that u satisfies (2.4.15.0.2), while the second in-

equality, by (xx), says that v satisfies (2.4.15.b.3). Thus, z satisfies (2.4.15.b), as
claimed.

We have proved that if z satisfies (2.4.15.a) and all the inequalities p, < p
are strict, then z satisfies (2.4.15.); all we need to complete the proof of (2.4.15)
is to show that the latter conclusion remains valid when some of the inequalities
py, < ,uj are equalities. To this end, assume that z satisfies (2.4.15.a), let ¢ be a
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positive integer, and let u; , = p, —1/t, p, = pf +1/t, and similarly for afce. Let

foy <me—up < pfp, 1 <E< L

L
Zt = {pneRl:JueRl: 1/1};1@/033 21n(1/e)
a, <Sne<al, 1<0<L

From the fact that z satisfies (2.4.15.a), by standard compactness arguments, it

follows that

8¢ := max|[zo + 17 [21;..;21]] = 0, t — 0.
nezt

Let z{ = 20 — 8, 2z} = 24, 1 <€ < L, so that
t Tt ¢
ma. R <0,t=1,2,..
T]GZ}f[zo +77 [217 7ZLH =Y v 4

According to the proved version of the implication (2.4.15.a)=-(2.4.15.b), the system
S' of constraints on variables u,v obtained from inequalities in (2.4.15.b) when
replacing the data uf, aif with ,util, aa and z with 2!, admits a solution u!,v?.
From (2.4.16) it follows that if u, v solve S8* and v/, v" are such that uj, = ug, v{, = vo,
' +v" = u+v and the entries uy, vy, 1 < £ < L are of the same signs and of smaller
magnitudes then the corresponding entries in u,v, then u’,v" solve St as well. It

follows that the above u?,v! can be chosen uniformly bounded.

Indeed, if for certain ¢ > 1 we have u} > |2}|, then, replacing ¢-th coordinates in
ut, vt with |z}f\ and zﬁ — |z’é|, respectively, and keeping the remaining entries in u?, vt
intact, we get a new feasible solution of S* with /-th entries in u,v bounded in
magnitude by 2|z}|. Similar correction is possible when u, < —|2}|; applying these
corrections, we can ensure that |u}|, [v}f| do not exceed 2|zf| for every £ > 1. And of
course under this normalization, a solution to S does not need entries uf, v§ with

too large magnitudes.

With u!,v! uniformly bounded, passing to a subsequence, we can assume that
ut — u and v* — v as t — oo; since 2! = ut + vt — 2z as t — oo due to d; — 0,
t — oo, and the “perturbed” data aa, ﬂfe converge to the “true” data a;f, ui,t,
u, v certify that z satisfies (2.4.15.b).

20, By (2.4.15), the system of constraints in (2.4.14) equivalently represents
the fact that x is robust feasible for the uncertain inequality (2.2.1), the perturba-
tion set being (2.4.13). All we need to complete the proof is to demonstrate that
whenever = can be extended to a feasible solution (z,u,v) of (2.4.14), z is feasi-
ble for the chance constraint (2.2.2). This is immediate: setting z, = [a‘]Tx — bf,
£=0,1,..., L, and invoking (2.4.14.a), we get

L L L
20+ Y Gz =uo+ Yy Crue+vo+ Y Cevr
=1 =1 =1

A B

Since ( takes values from the box {a, < (; < a}',l < ¢ < L} with probability 1,
we have A < 0 with probability 1 by (2.4.14.b). Applying Proposition 2.4.1 to v




ROBUST COUNTERPART APPROXIMATIONS OF SCALAR CHANCE CONSTRAINTS 51

in the role of z and invoking (2.4.14.c), we conclude that Prob{B > 0} < e. Thus,
the quantity Prob{A+ B > 0}, which is exactly the probability for = to violate the
chance constraint (2.2.2), is < e. O

2.4.2 Examples

In order to make the constructions presented in Theorems 2.4.3, 2.4.4 useful, we
should understand how to “translate” a priori partial knowledge on the distributions
of (;’s in the perturbation vector ( into concrete values of the parameters ,ufag
in P.2. We are about to present several instructive examples of such a translation
(most of them originating from [83]).

2.4.2.1 Note on normalization

To avoid messy formulas, we subject the components of {, to suitable normalization.
Observe that what we are interested in, is a randomly perturbed inequality

20+ > 26 <0 (2.4.19)
=1
with random ¢ = [ ..., ; (1] satisfying P.1-2, along with specific bounds, given by
Proposition 2.4.1, for this inequality to be violated. Now assume that we subject
every component (; to a deterministic affine transformation, setting

Co = ae + Bele (2.4.20)

with deterministic Gy > 0, ap. With this substitution, the left hand side in (2.4.19)
becomes

L L
Zo + de@, Z0 = 20 + Zazze, Ze = PBeze, 1 <UL L, (2.4.21)
=1 =1

and, of course,

L L
Prob {C D20+ Zzeg > O} = Prob {Z Z0 + ZE@Z@ > 0} ) (2.4.22)

(=1 =1

Now, if ¢ satisfies P.1-2 with certain parameters {u7, o, }, then ( satisfies the same
assumptions with the parameters {ﬁét, o¢} given by

,u;t =y + ﬁzﬁ?:, o¢ = Be0y. (2.4.23)

It follows that the machinery referred to by Propositions 2.4.1, 2.4.2 and Theo-
rems 2.4.3, 2.4.4 “respects” substitution (2.4.20): the conclusions about probability
(2.4.22) that we can make with this machinery when working with ™ quantities are
identical to those we can make when working with the original quantities. For ex-
ample, the key condition (2.4.8) in the original quantities remains exactly the same



52 CHAPTER 2

condition in ~ quantities, since with the correspondences (2.4.21), (2.4.23) we have

L L
zo + Y max(uy 2, gy 2] = Zo + . max|fiy Ze, fi; Ze),
=1 =1

> Uzze = Z 8%22
=1

The bottom line is as follows: we lose nothing when passing from the original ran-
dom variables (y to their scaled versions Eg Below, we mainly work with variables
(¢ varying in given finite ranges [ag, be], ag < be. It is convenient to scale (; in
such a way that the induced ranges for (; variables are [—1,1]. We always assume
that this scaling is carried out in advance, so that the ranges of the variables (;
themselves, when finite, are the segment [—1, 1].

2.4.2.2 Gaussian perturbations

Example 2.4.5. Assume that (3, ..., (L are independent Gaussian random variables
with partially known expectations s, and variances sZ; specifically, all we know is that
pe € [uy, 1] and s; < o7, with known p%i and oy, 1 < £ < L. For p— < p < py and
€ ~ N(p,0%) we have

E{exp{t¢}} = o=, [ exp{ts}exp{—(s — p)*/(20%)}ds
= exp{ut} 217”’ [ exp{tr} exp{—r?/(20?)}dr [r=s—y
— explut} o [ exp{t?0?/2} exp{—(r — t*)?/(20%) }dr
= exp{tu+t?0?/2} < exp{max[u~t, uTt] + t?c>/2}.

We see that ( satisfies P.1-2 with the parameters ,uzt, oe, £ =1,..., L. The safe tractable
approximation of (2.2.3) as given by Theorem 2.4.3 is

[[0®)" 2z — b + Z max{uy ([a]"x = b%), i ([0 2w — b))

++/21n(1/€) \/Z oZ([a]Tz — b%)? < 0.

(2.4.24)

When ,uei =0,0,=1,¢=1,..., L, this is nothing but the ball RC (2.3.3) of (2.2.1) with
Q=+/2In(1/e).

Note that in the simple case in question the ambiguous chance constraint (2.2.3)
needs no approximation: when e < 1/2, it is exactly equivalent to the convex constraint

[[a®] 2 — 6°] + EX: max(py ([a']"x — ), pf ([a]" 2 — b°)]

> (2.4.25)
+Erf[nv(e)\/z oZ([a’]Tz — b*)2 <0,
=1

where ErfInv is the inverse error function (2.3.22). The same remains true when we assume
that ¢ is Gaussian, and all we know about the expectation p and the covariance matrix
¥ of ¢ is that 4~ < p < p and ¥ < Diag{c?,...,07}. Note that (2.4.25) is of exactly
the same structure as (2.4.24), with the only difference in the factor at the 1/-. In (2.4.24)
this factor is Q(e) = /21n(1/e), while in (2.4.25) this factor is Erflnv(e) < Q(e). The
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difference, however, is not that huge, as can be seen from the following comparison:

e 1ot ]10? 107 [107* | 107° | 107 | — 40|
Erflnv(

|
Mvee) 1| 0.597 | 0.767 | 0.831 | 0.867 | 0.889 [ 0.904 | —1 |

2.4.2.3 Bounded perturbations

Example 2.4.6. Assume that all we know about probability distribution P is that
it is supported on [—1,1]. Then

/ exp{st}dP(s) < / exp{[t]}dP(s) = exp{t]},

so that P satisfies P.2 with u~ = —1, ut =1, 0 = 0.

In particular, if all we know about random perturbation ¢ affecting (2.2.1) is that
¢¢ are independent and vary in [—1,1], that is, we take u; = —1, uf =1, o¢ = 0 for all
¢, then the RC (2.4.11) becomes

L
(@) Tz —b° + Z [[a"]"x — b*| < 0;
=1

this is nothing but the box RC (2.3.15) which gives 100% immunization against uncer-
tainty. Note that since with our a priori information, ¢ can be an arbitrary deterministic

perturbation from the unit box, this RC is the best we can build under the circumstances.

2.4.2.4 Bounded unimodal perturbations

Example 2.4.7. Assume that all we know about probability distribution P is that
it is supported on [—1,1] and is unimodal w.r.t. 0, that is, possesses a density p(s) that
is unimodal w.r.t. 0 (i.e., is nondecreasing when s < 0 and is nonincreasing when s > 0).
In this case, assuming ¢t > 0, we have

/exp{ts}dP(s) = jexp{ts}p(s)ds.

It is easily seen that the latter functional of p(-), restricted to unimodal w.r.t. 0 densities,
attains its maximum when p(s) vanishes on [—1,0] and is = 1 on [0, 1], so that

1

£>0= / exp{ts}dP(s) < f(t) = / exp{ts}ds = %. (2.4.26)

Indeed, assume first that P has a smooth density p(s) that vanishes outside of
[—1,1], is nondecreasing when s < 0 and is nonincreasing when s > 0, and let

F(s) = [ exp{tr}dr. We have
0

Jexp{ts}dP(s) = [ exp{ts}p(s)ds = [ F'(s)p(s)ds = [ F(s)(—p'(s))ds
= J(F(s)/s)(=sp'(5))ds,
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where F(0)/0 := lirﬁ0 F(s)/s = 1. Since p is unimodal w.r.t. 0 and vanishes outside
S—

[~1,1], the function g(s) = —sp’(s) is nonnegative and also vanishes outside of

[—1,1]; besides this, [g(s)ds = [(—sp/(s))ds = [p(s)ds = 1, that is, ¢(-) is the

density of a probability distribution supported on [—1,1]. In addition, the function

F(s)/s is clearly nondecreasing in s (recall that ¢t > 0). Therefore

1 1
/(F(s)/s)(—sp'(s))ds = /(F(s)/s)q(s)ds < F(1) = /exp{tr}dr = M,
—1 0 ¢

as required in (2.4.26).

We have proved that (2.4.26) holds true when the density of P is a smooth uni-
modal w.r.t. 0 function vanishing outside of [—1,1]. Now, every probability density
p(s) that is unimodal w.r.t. 0 and supported on [—1,1] can be approximated by
a sequence of smooth unimodal w.r.t. 0 and vanishing outside of [—1,1] densities
pi(+) in the sense that [ ¢(s)p;i(s)ds — [ ¢(s)p(s)ds, ¢ — oo, for every continu-
ous function ¢(-). Specifying ¢(s) = exp{ts}) and noting that, as we have already
seen, [ exp{ts}p;(s) <t 1(exp{t} — 1), we conclude that (2.4.26) is valid for every
unimodal w.r.t. 0 distribution P supported on [—1,1].

By symmetry, we derive from (2.4.26) that
-1
/exp{ts}dP(s) < f(t) = % Vi,
It follows that

In (/ exp{ts}dP(s)) < h(t]), h(t) = In £(1).

Now, direct computation shows that h(0) = 0, ’'(0) = 3 and h”(0) = 15. A natural guess

12°
is that 1 1
h(t) < h(0) + K/ (0)t + 5h”(O)t2 = ft + ﬁt

for all ¢ > 0. The guess is indeed true:
h(t) 7 <? 3t+ L2Vt >0

& fexp{ts}ds ?<? exp{at+ 4t’}Vt>0

1/2
& [ exp{tr}dr ? <? exp{5t°}
e
2k > 2k
A Z (21#1)'2% < zoﬁ (%)

where the concluding reformulation is given by expanding exp{ts} and exp{s; 1 t2} into
a Taylor series. It is immediately seen that the right hand side series in (*) domlnates
term-wise the left hand side series, so that the last “ 7 <? ” in the chain is indeed “<.”

We conclude that P satisfies P.2 with yu~ = —%, pt = % and 02 = %

2.4.2.5 Bounded symmetric unimodal perturbations

Example 2.4.8. Assume that all we know about a probability distribution P is
that it is supported on [—1, 1], symmetric w.r.t. 0 and unimodal w.r.t. 0. In this case, we
have

1
/exp{ts}dP /2cosh (ts)p(s)ds;
0
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here again it is easy to see that the latter functional attains its maximum on the set of

unimodal symmetric probability densities on [—1,1] when p(s) = 2, —1 < s <1, so that

sinh(t)
raa

/exp{ts}dP( ) < /Cosh(ts)d = f(t) = (2.4.27)

Indeed, as in the proof of (2.4.26), it suffices to prove (2.4.27) for the case
when p(s) is a smooth even density7 nonincreasing when s > 0 and vanishing

when s > 1. Setting F(s fcosh ts)ds and q(s) = —2sp’(s), we have, as in

1

the proof of (2.4.26), that fQCosh ts)p(s)ds = f( (s)/s)q(s)ds, the function

( )/s is nondecreasing and q(s) is a probablhty density on [0, 1], whence
f( (s)/s)a(s)ds < F(1) = f(?).
0

Direct computation shows that the function h(t) = In f(t) satisfies h(0) = 0, h’(0) = 0,

R"(t) = 5, and a natural guess again is that

t2

[N

1
h(t) < h(0) + K/ (0)t + 5h”(o)t2
for all ¢, which again is true:

2
h(t) 7 <? $t* Vi

1

& 5 [ exp{ts}ds 7 <? exp{%tQ} vt
21

& Satmt< S ®

k

0
and () is indeed true by the same argument as in Example 2.4.7. We conclude that P

1

satisfies P.2 with p~ = p™ =0,0% = i

2.4.2.6 Range and expectation information

Example 2.4.9. Assume that all we know about a probability distribution P is
that it is supported on [—1, 1] and that the expectation of the associated random variable
belongs to a given segment [~ , u"]; we may of course assume that —1 < p~ < pt < 1.
Let @ be the true mean of P. Given ¢, consider the function

¢(s) = exp{ts} —sinh(t)s, -1 < s < 1.

This function is convex on [—1,1] and therefore attains it maximum over this segment at
an endpoint of it. Since ¢(1) = ¢(—1) = cosh(¢), we have

[ exp{ts}dP(s) = [ ¢(s) ) + psinh(t) < _max ¢(s) + psinh(?)
= cosh(t) + psinh(?).
Thus,
/exp{ts}dP(s) < fu(t) := cosh(t) + psinh(t). (2.4.28)

Note that the bound (2.4.28) is the best possible under the circumstances — the inequality
(2.4.28) becomes an equality when P is a 2-point distribution assigning mass (1 + p)/2
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to the point s = 1 and mass (1 — u)/2 to the point s = —1; this distribution indeed is
supported on [—1,1] and has expectation .

Setting h,(t) = In f,(t), we have h,(0) = 0, h),(t) = %, whence h),(0) =

A RI(t) = 1 — ((SmhtucoshO)? (ponce 17 (1) < 1 for all t. Wi lude th
w, and hy,(t) = cosh (D) rsmn( ) » whence h;(t) <1 for all t. We conclude that

(!) When p~ < pu < pt, we have h,(t) < max[pu~t, ptt] + 3% Vt.

Now let us set
- F : -+ o -+
o) = min {2 02 1) <m0+ G € ol | (2420)

The graph of X(y)(p ", ), =1 < p= < pt < 1, is plotted on figure 2.2.(a). By (1),
Sy (p—, pt) is well defined and < 1, and recalling (2.4.28),

2w, pt
In (/ exp{ts}dP(s)) < max[p "t utt] + wﬁ vt,

so that P satisfies P.2 with the parameters ut,o = Sy (e, put) <1

Remark 2.4.10. We have proved Proposition 2.3.1. Indeed, under the premise
of this Proposition, Example 2.4.9 (where we should set u* = 0) says that the
random variables (; satisfy P.1-2 with uzt =0,00,=1,¢=1,..., L, which makes
Proposition 2.3.1 a particular case of Proposition 2.4.2.

2.4.3 More Examples

Example 2.4.9 is highly instructive, and we can proceed in the direction outlined
in this example, utilizing more and more specific information on the distributions

of Cg.

Before passing to further examples of this type, let us clarify the main in-
gredient of the reasoning used in Example 2.4.9, that is, the fashion in which we
have established the key inequality (2.4.28). Similar reasoning can be used in all
examples to follow. The essence of the matter is: given a function wy(s) on the axis
(which in Example 2.4.9 is exp{ts}) and “moment-type” information

=y, JjeJ=
[oware{ o Te
on a probability distribution P supported on a segment A of the axis (in Example
249, J= = {1}, J< =0, 1 = u, g1(s) = s and A = [—1,1]), we want to bound
from above the quantity [w(s)dP(s). The scheme we have used is a kind of

Lagrange relaxation: we observe that the information on P implies that whenever
Aj, j € J= U J< are such that A; > 0 for j € J<, we have

Jwi(s)dP(s) = [lwi(s) = 35 Xig;(s)]dP(s) + 30X, [ 9(s)dP(s)

j
< max{w(s) — > Ajg;(s)] + D0 Ajpj,
seEA j J

(2.4.30)
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where the concluding inequality is given by the fact that P is a probability distri-
bution supported on A and consistent with our a priori moment information.

When proving inequalities like (2.4.28) in the examples to follow, we use
the outlined bounding scheme with properly chosen A; (in the case of (2.4.28),
A1 = sinh(¢)). In fact, the A’s to be used are given by minimization of the resulting
bound in A, but we do not bother to justify this fact directly; we simply show
that the resulting bound is unimprovable, since it becomes equality on certain
distribution P consistent with our a priori information.

2.4.3.1 Information on range, mean, and variance

Example 2.4.11. Assume that all we know about a probability distribution P is
that it is supported on [—1,1] with Mean[P] € [u~, u*] and Var[P] < v?, where v and pu*
are known in advance. W.lo.g., we may focus on the case [p*| < v < 1. We claim that

(i) With g = Mean[P] one has

(1—p)? exp{t 4= v (% —p?) expt}

exp{ts}dP(s) < fu..(t) = 1- 22‘“”’2
[ expttshap(s) < gt b oA 1y ot
1+2u+v2 ’

. t>0
= (2.4.31)

t<0

and the bound (2.4.31) is the best possible under the circumstances: when ¢ > 0, it is

achieved at the 2-point distribution assigning to the points § = ”1:‘;2 and 1 the masses
(1—p)?/(1=2u+v%), v* = p®)/(1 = 2u + v?), respectively. This distribution P! is
compatible with our a priori information: Mean[P}] = p, Var[P}] = v°>. When ¢ < 0, the

bound (2.4.31) is achieved when P is the “reflection” P* of Pf“) w.r.t. 0.
(ii) The function hy. (t) = In fo., () satisfies by, (t) < pt+5t* for all t. As a result,

The function

- . Py (t) < max(u~t, utt] + 2t
Yoy (p, put,v) = min {c >0: " = ’ 2 (2.4.32)
. Vi€l utT, )
is well defined and is < 1, and P satisfies P.2 with the parameters ui, o=

E(2)(:’-1‘_7!-/’—~_7 V)'
Note that the function X(1y(u~,p") is nothing but X(o)(p~,p*,1). The graph of
Y (2)(p, p, v) is plotted on figure 2.2.(b).

Indeed, to prove (i), it suffices, by continuity, to prove (2.4.31) in the case
when |u| < v < 1; by symmetry, we may assume that ¢ > 0. Let us set

5= ”1:‘;2, so that —1 < § < 1 due to |p| < v < 1. Consider the function

#(s) = exp{ts} — A1s — Aps’

where A1 and A2 are chosen in such a way that

that is,

A = texp{ts} — 20a5, A = SR(DER(0—g)o1—10=0)
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Observe that by construction A2 > 0. We claim that ¢(s) < ¢(1) for —1 <
s <1, so that

/ exp{ts}dP(s) = / 6(s)dP(s) + / s + Aos?]dP(s) < $(1) + Aajt + Aav

(cf. (2.4.30)), and the resulting bound, after substituting values of 3, A1, A2,
becomes (2.4.31).

It remains to justify the claim that ¢(s) < ¢(1) on [—1,1]. It is immediately
seen that ¢"(5) < 0. Thus, when s increases from 5 to 1, the function @(s)
first decreases, starting with the value ¢(5) = ¢(1); what happens next, we
do not know exactly, except for the fact that when s reaches the value 1, ¢
recovers its initial value ¢(5) = ¢(1). It follows that ¢’(s) has a zero in the
open interval (5,1). Further, assuming maxs<s<1 ¢(s) > ¢(5), the function
¢'(s) possesses at least 2 distinct zeros on (5, 1); besides this, ¢'(5) = 0 by
construction, which gives us at least 3 distinct zeros for ¢'(s). But ¢'(s) is a
convex function of s; possessing at least 3 distinct zeros, it must be identically
equal to 0 on a nontrivial segment, which definitely is not the case. Thus,
#(s) < ¢(8) = ¢(1) when § < s < 1. To prove that the same inequality
holds true when —1 < s < 3, observe that as s decreases from 3 to —1, ¢(s)
first decreases (due to ¢'(5) = 0, ¢ (5) < 0). What happens next, we do not
know exactly, but from what we have just said it follows that if ¢(s) > ¢(3)
somewhere on [—1, 3], then ¢'(s) has a zero on (—1,3); with zeros at 5 (by
construction) and somewhere in (5,1) (we have seen that this is the case),
this gives at least 3 distinct zeros of ¢, which, as we just have explained,
is impossible. Thus, ¢(s) < ¢(5) = ¢(1) on the entire segment [—1,1], as
claimed.

To verify (ii), note that, as we have already seen, f, . (t) is the maximum
of the quantities | exp{ts}dP(s) taken over all probability distributions P
supported on [—1, 1] and such that Mean[P] = u, Var[P] < v?; but the latter
maximum clearly is nondecreasing in v. As about f, 1(¢), this, of course,
is nothing but the function f.(t) from Example 2.4.9; as we have seen in
this Example, In f,,(¢) < ut + %tQ, so that the same upper bound is valid for
By (t). O

2.4.3.2 Range, symmetry, and variance

Example 2.4.12. Assume that all we know about a probability distribution P
is that it is supported on [—1,1], is symmetric w.r.t. 0 and is such that Var[P] < v?,
0 < v <1, with known v. We claim that

(i) One has
/exp{ts}dP(s) < f(t) = v?cosh(t) +1 — 12, (2.4.33)

and the bound is the best possible under the circumstances: it becomes precise when P
is the 3-point distribution assigning masses ©?/2 to the points £1 and the mass 1 — v to
the point 0.

(ii) The function h(t) = In f(t) is convex, even and twice continuously differentiable,
with the second derivative bounded by 1 on the entire real axis, and h(0) = 0, A'(0) = 0.
As a result,
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The function
2
¥(3)(v) = min {c >0: %tQ > h(t) :=1n (1/2 cosh(t) + 1 — V2) vVt <1
(2.4.34)
is well defined on 0 < v < 1 and P satisfies P.2 with p= =0, 0 = Y3 (v).

The graph of ¥(3)(-) is plotted on figure 2.2.(c). The proof of our claim is left
as Exercise 2.1.

2.4.3.3 Range, symmetry, unimodality, and variance

Example 2.4.13. Assume that all we know about a probability distribution P is
that P is supported on [—1,1], is symmetric and unimodal w.r.t. 0, and, in addition,
Var[P] < v? < 1/3. (The upper bound on v is natural — it can be seen that is implied
by the other assumptions on P.) We claim that

(i) One has

2 sinh(t)
t )

and this bound is the best possible under the circumstances. (To see that the bound cannot

be improved, look what happens when the density of P is equal to 3v2/2 everywhere on

[—1,1] except for the small neighborhood [—¢, €] of the origin, where the density is equal

to 3v°/2 + (1 — 3v°)/(2¢).)

/exp{ts}dP(s) <1-3°+3v (2.4.35)

(ii) The function h(t) = In (1 —3? +3I/2W) is even and smooth with the

second derivative bounded on the entire real axis by 1, so that the function
. 2 o sinh(t) 2,
La(@)=min{c>0:In{1-3v"+3v — SEt Vi, 0<wv<41/3, (2.4.36)

is well defined and is < 1. As a result, P satisfies P.2 with the parameters ui =0,0 =
2(4) (U)

To prove (i), it suffices to verify (2.4.35) in the case when the density p(s) of P
is smooth, even, unimodal w.r.t. 0 and vanishes outside [—1,1] (cf. the proof of
(2.4.26)). Besides this, by continuity we may assume that ¢ # 0. We have

1 1
/exp{ts}dP(s) = /exp{ts}p(s)ds = /cosh(ts)(Qp(s))ds. (2.4.37)

21 0

Now let A be such that the function

(s) = sinh(ts) \s2
ts
satisfies ¢(0) = ¢(1), that is,

yo sinh(t) — ¢

t
S
Setting F'(s) = [ cosh(tr)dr = sinh(ts)/t and q(s) = —2sp’(s), and following Exam-
0
ple 2.4.8, we observe that ¢(s), 0 < s <1, is a probability density and

1

1 1
[ coshies)znnds = [ (F(s)/5) 259/ (9))ds = [ (F(s)/s)ats)as.
0 0 0



60

CHAPTER 2

Besides this, we have

1 1 1

/ s2q(s)ds = /( 25%)p/ (s /1 6s2)p(s)ds = 3 / %p(s)ds < 302
0

0 0 —1

Observe that since q is a probablhty density on [0, 1], the equalities in the latter
chain imply that 3 f s2p(s)ds = f s?q(s) < 1, which justifies the upper bound 1/3

on Var[P] and thus, the bound l/2 <1/3.

We now can proceed as follows: as we have seen,

1
/exp{ts}dP / (sinh(ts)/(ts))q(s)ds,
0
whence

1, . 1
[ exp{ts}dP(s) = g [% - Asﬂ q(s)ds + (J)" As?q(s)ds (2.4.38)
< maxo<s<1 ¢(s) + 3A?

(take into account that A > 0). We now claim that maxg<s<1 #(s) = ¢(0) = ¢(1),
which would combine with (2.4.38) to imply that

/exp{ts}dP(s) < ¢(0) + 3 2 =14 302,

the latter bound, in view of the expression for J, is exactly (2.4.35).

It remains to justify our claim that ¢(s) < ¢(0) = ¢(1) =1 when 0 < s < 1. It is
immediately seen that ¢’(0) = 0, ¢''(0) = étQ - 2smh(tt)_t = —QSmh(t);t_tS/G < 0.
It follows that when s grows from 0 to 1, the function ¢(s) first decreases, starting
with the value ¢(0) = 1.What happens next, we do not know exactly, except for the
fact that when s reaches the value 1, ¢(s) recovers its initial value ¢(1) = ¢(0) = 1.
It follows that if maxg<s<1 ¢(s) > 1, then ¢/(s) has at least 2 distinct zeros on (0,1),
which along with ¢/(0) = 0, gives us at least 3 distinct zeros of ¢/. But ¢'(s) is
a convex function, and in order to possess 3 distinct zeros, it should vanish on a
nontrivial segment, which definitely is not the case. O

2.4.4 Summary

A summary of the examples we have considered is presented in table 2.3 and in
figure 2.2.

2.5 EXERCISES

Exercise 2.1. Prove the claim in Example 2.4.12.

Exercise 2.2. Consider a toy chance constrained LO problem:

mln {t Prob{z Grj <t}>1—-¢0<z;<1 ij =n} (2.5.1)
1
j= J
£nla]

where (y, ..., (, are independent random variables uniformly distributed in [—1,1].
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Figure 2.2 Graphs of X, k = 1,2,3,4.
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A priori information P satisfies P.2 with parameters
on P p~ [T ] o Remark

supp(P) C [-1,1] -1

supp(P) C [-1,1] 1
P is unimodal w.r.t. 0 2

N[ | =
=

supp(P) C [-1,1]
P is unimodal w.r.t. 0 0
P is symmetric w.r.t. 0

o
<
el |

supp(P —1,1 _ _
1 e e el £yt < | AP ] Boeewt) | @42)

supp(P) C [-1,1]
[-v <Jp~ <Mean[P] <pt [<v] || p= |t | B ,ut,v) (2.4.32)
Var[P] <12 <1

supp(P) C [-1,1]
P is symmetric w.r.t. 0 0 0 Z3y(v) (2.4.34)
Var[P] <12 <1

supp(P) C [~1,1]
P is symmetric w.r.t. 0
P is unimodal w.r.t. 0
Var[P] < v? <1/3

0] o0 Sy (V) (2.4.36)

Table 2.3 Summary of Examples 2.4.6 — 2.4.9 and 2.4.11 — 2.4.13. In the table for a

i)

i)

probability distribution P on the axis, we denote by Mean[P] = [ sdP(s) and
Var[P] = [ s*dP(s) the mean and the variance of the distribution.

Find a way to solve the problem exactly, and find the true optimal value ¢,
of the problem for n = 16,256 and ¢ = 0.05,0.0005, 0.000005.

Hint: The deterministic constraints say that 1 = ... = z, = 1. All we need is an
efficient way to compute the probability distribution Prob{¢" < t} of the sum £" of
n independent random variables uniformly distributed on [—1, 1]. The density of £"
clearly is supported on [—n,n] and is a polynomial of degree n — 1 in every one of
the segments [—n +2i, —n+2i+2], 0 < i < n. The coefficients of these polynomials

can be computed via a simple recursion in n.

For the same pairs (n,€) as in i), compute the optimal values of the tractable
approximations of the problem as follows:

(a) tnrm — the optimal value of the problem obtained from (2.5.1) when
replacing the “true” random variable ™[] with its “normal approxima-
tion” — a Gaussian random variable with the same mean and standard
deviation as those of £"[x];

(b) tpn — the optimal value of the safe tractable approximation of (2.5.1)
given by Proposition 2.3.1;

(¢) tBuBx — the optimal value of the safe tractable approximation of (2.5.1)
given by Proposition 2.3.3;

(d) teag — the optimal value of the safe tractable approximation of (2.5.1)
given by Proposition 2.3.4;
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(e) tgo411 — the optimal value of the safe tractable approximation of
(2.5.1) suggested by Example 2.4.11, where you set u* = 0 and

v=1/V3;

(f) tg.2.4.12 — the optimal value of the safe tractable approximation of
(2.5.1) suggested by Example 2.4.12, where you set v = 1/1/3;
(g) tg2.4.13 — the optimal value of the safe tractable approximation of

(2.5.1) suggested by Example 2.4.13, where you set v = 1/1/3;

(h) tunim — the optimal value of the safe tractable approximation of (2.5.1)
suggested by Example 2.4.7.

Think of the results as compared to each other and to those of 7).

Exercise 2.3. Consider the chance constrained LO problem (2.5.1) with in-
dependent (y, ..., (, taking values £1 with probability 0.5.

i) Find a way to solve the problem exactly, and find the true optimal value ¢,
of the problem for n = 16,256 and ¢ = 0.05, 0.0005, 0.000005.

i1) For the same pairs (n, €) as in i), compute the optimal values of the tractable
approximations of the problem as follows:

(a) tnem — the optimal value of the problem obtained from (2.5.1) when
replacing the “true” random variable " with its “normal approxima-
tion” — a Gaussian random variable with the same mean and standard
deviation as those of £";

(b) tgn — the optimal value of the safe tractable approximation of (2.5.1)
given by Proposition 2.3.1;

(¢) teusx — the optimal value of the safe tractable approximation of (2.5.1)
given by Proposition 2.3.3;

(d) tgag — the optimal value of the safe tractable approximation of (2.5.1)
given by Proposition 2.3.4;

(e) tgo4.11 — the optimal value of the safe tractable approximation of
(2.5.1) suggested by Example 2.4.11, where you set y* =0 and v = 1;

(f) tg.2.4.12 — the optimal value of the safe tractable approximation of
(2.5.1) suggested by Example 2.4.12, where you set v = 1.

Think of the results as compared to each other and to those of 7).

Exercise 2.4. A) Verify that whenever n = 2¥ is an integral power of 2, one
can build an n x n matrix B,, with all entries £1, all entries in the first column

equal to 1, and with rows that are orthogonal to each other.
By Bak }

Hint: Use recursion Byo = [1]; Bor+1 = { By —By

B) Let n = 2* and E € R”™ be the random vector as follows. We fix a matrix
B, from A). To get a realization of (, we generate random variable n ~ A(0,1)
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and pick at random (according to uniform distribution on {1,...,n}) a column in
the matrix nB,,; the resulting vector is a realization of ( that we are generating.

B.1) Prove that the marginal distributions of {; and the covariance matrix of
C are exactly the same as for the random vector C ~ N(0,I,). Tt follows that most
primitive statistical tests cannot distinguish between the distributions of ¢ and (.

B.2) Consider problem (2.5.1) with ¢ < 1/(2n) and compute the optimal
values in the cases when (a) ¢ is ¢, and (b) ¢ is (. Compare the results for n =
10,e¢ = 0.01; n = 100, e = 0.001; n = 1000, e = 0.0001.

2.6 NOTES AND REMARKS

NR 2.1. The concept of chance constraints goes back to Charnes, Cooper, and
Symonds [40], Miller and Wagner[79], and Prékopa [96]. For important convexity-
related results on these constraints, see [97, 71]. For special cases where a scalar
chance constraint can be processed efficiently, see [98, 45]. To the best of our
knowledge, aside of these special cases, there exist only two computationally efficient
techniques for handling chance constraints: the scenario approximation and the safe
tractable approximations as defined in the main body of this chapter.

The scenario approximation of a chance constrained problem
min { fo(z) : Probep{fi(z,{) <0,i=1,...,m} >1—¢€} (%)

is, conceptually, very simple: one generates a sample ¢!, ...,¢"Y of N independent
realizations of ¢ and uses, as an approximation, the problem

mm{fo iz, ¢ <00 =1,. m,tzl,...,N} 0

When f;, i =0,1,...,m, are efficiently computable convex functions of x and N is
moderate, the approximation is computationally tractable; however, it is not nec-
essarily safe — the feasible set of (!), (which by itself is random), is not necessarily
contained in the feasible set of (). Even a weaker property (in fact, sufficient
for all our purposes) that the optimal solution to (!), (which again is random), is
feasible for (%) cannot be guaranteed. However, when N is large enough, one can
hope that this solution is feasible for (x) with probability close to 1. Deep results
of Calafiore and Campi [37, 38] demonstrate that this indeed is true in the convex
case; specifically, if fo, f1,..., fm are convex in x, then for every ¢,6 € (0,1), the
sample size

N > N* := Ceil (2ne 'log (12/€) + 26~ ' log (2/6) +2n) , n = dimz

guarantees that the optimal solution  to (!) is feasible for (%) with probability
> 1 —9. Other interesting and important results on scenario approximations of
chance constrained problems can be found in [44, 66] (the latter paper addresses
the case of an ambiguous chance constraint). The most attractive feature of the
scenario approximation is its generality. It requires no structural assumptions on
fi(z, ) aside of convexity in x, and no assumptions on P (the latter by itself is not
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even necessary — all we need is the possibility to sample from P). On the negative
side, in order for the scenario approximation to be safe (i.e., with T feasible for (x))
with probability close to 1, the sample size N should be large enough, specifically,
of order of %.2 In reality, this means that the scenario approximation becomes
impractical when € is small, something like 1.e-4 or less®.

In this book, we take another approach: simulation-free analytical safe
tractable approximations of chance constraints. While these approximations re-
quire severe assumptions on the structure of the chance constraints in question (we
hardly ever go beyond the case of bi-affine f;(x,() with independent “light tail”
components of ¢), their advantage is that the complexity of the approximation is
independent of the value of €, (which thus can be arbitrary small).

NR 2.2. The theoretical results in section 2.3 originate from [5, 7] (Proposi-
tions 2.3.1, 2.3.3) and from [24] (Proposition 2.3.4). Nearly all results presented in
section 2.4 are based on the Bernstein approximation scheme as presented in [83];
this scheme is investigated in more detail in chapter 4.

2Tt is easily seen that this requirement reflects the essence of the matter rather than being a
result of “bad bounding.”

3This shortcoming can be overcome when f; are bi-affine in z and in ¢ and the entries in ¢ are
“light tail” independent random variables, see [84].
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Chapter Three

Globalized Robust Counterparts of Uncertain LO Problems

In this chapter we extend the concept of Robust Counterpart in order to gain
certain control on what happens when the actual data perturbations run out of the
postulated perturbation set.

3.1 GLOBALIZED ROBUST COUNTERPART — MOTIVATION AND
DEFINITION

Let us come back to Assumptions A.1 — A.3 underlying the concept of Robust
Counterpart and concentrate on A.3. This assumption is not a “universal truth”
— in reality, there are indeed constraints that cannot be violated (e.g., you cannot
order a negative supply), but also constraints whose violations, while undesirable,
can be tolerated to some degree, (e.g., sometimes you can tolerate a shortage of
a certain resource by implementing an “emergency measure” like purchasing it
on the market, employing sub-contractors, taking out loans, etc.). Immunizing
such “soft” constraints against data uncertainty should perhaps be done in a more
flexible fashion than in the usual Robust Counterpart. In the latter, we ensure
a constraint’s validity for all realizations of the data from a given uncertainty set
and do not care what happens when the data are outside of this set. For a soft
constraint, we can take care of what happens in this latter case as well, namely,
by ensuring controlled deterioration of the constraint when the data runs away
from the uncertainty set. A mathematically convenient model capturing the above
requirements is as follows.

Consider an uncertain linear constraint in variable x

L T L
a’ + Zg‘ea@] z< |00+ Z@bﬂ (3.1.1)
=1 =1

where (¢ is the perturbation vector (cf. (1.3.4), (1.3.5)). Let Z; be the set of
all “physically possible” perturbations, and Z C Z, be the “normal range” of
the perturbations — the one for which we insist on the constraint to be satisfied.
With the usual RC approach, we treat Z as the only set of perturbations and
require a candidate solution x to satisfy the constraint for all ( € Z. With our
new approach, we add the requirement that the violation of constraint in the case
when ¢ € Z,\ Z (that is a “physically possible” perturbation that is outside of the
normal range) should be bounded by a constant times the distance from ¢ to Z.
Both requirements — the validity of the constraint for { € Z and the bound on the
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constraint’s violation when ¢ € Z,\ Z can be expressed by a single requirement

L T
a® + Z Cgael xr —
=1

where o > 0 is a given “global sensitivity.”

L
> @bgl < adist(¢, Z) V¢ € 2y,
=1

In order to make the latter requirement tractable, we add some structure to
our setup. Specifically, let us assume that:

(G.a) The normal range Z of the perturbation vector ¢ is a nonempty
closed convex set;

(G.b) The set Z, of all “physically possible” perturbations is the sum
of Z and a closed convex cone L:

Z,=Z+L={C=+{":{€e€Z/{ €L} (3.1.2)

(G.c) We measure the distance from a point ¢ € Z to the normal range
Z of the perturbations in a way that is consistent with the structure
(3.1.2) of Z,, specifically, by

dist(¢, 2 | ) =inf (IC~ N e 2.¢-Ce L}, (313)
where || - || is a fixed norm on RE.
In what follows, we refer to a triple (£, L, || - ||) arising in (G.a—c) as a perturbation

structure for the uncertain constraint (3.1.1).

Definition 3.1.1. Given o > 0 and a perturbation structure (Z, L,||-]|), we say
that a vector z is a globally robust feasible solution to uncertain linear constraint
(3.1.1) with global sensitivity «, if x satisfies the semi-infinite constraint

L T L
a® + Z Czaé] < [0+ Z Ceb*
=1

=1
We refer to the semi-infinite constraint (3.1.4) as the Globalized Robust Counter-
part (GRC) of the uncertain constraint (3.1.1).

+adist(¢, Z|L) V¢ € Z, = Z+ L. (3.1.4)

Note that global sensitivity a = 0 corresponds to the most conservative atti-
tude where the constraint must be satisfied for all physically possible perturbations;
with o = 0, the GRC becomes the usual RC of the uncertain constraint with Z,
in the role of the perturbation set. The larger «, the less conservative the GRC.

Now, given an uncertain Linear Optimization program with affinely perturbed

data .
{mwin {c"z: Az <b} : [A,0] = [A°0°] + ZQ[AE,I)E]} (3.1.5)

=1
(w.l.o.g., we assume that the objective is certain) and a perturbation structure
(Z,L,|- ), we can replace every one of the constraints with its Globalized Robust
Counterpart, thus ending up with the GRC of (3.1.5). In this construction, we can
associate different sensitivity parameters « to different constraints. Moreover, we
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can treat these sensitivities as design variables rather than fixed parameters, add
linear constraints on these variables, and optimize both in x and o an objective
function that is a mixture of the original objective and a weighted sum of the
sensitivities.

3.2 COMPUTATIONAL TRACTABILITY OF GRC

As in the case of the usual Robust Counterpart, the central question of computa-
tional tractability of the Globalized RC of an uncertain LO reduces to a similar
question for the GRC (3.1.4) of a single uncertain linear constraint (3.1.1). The
latter question is resolved to a large extent by the following observation:

Proposition 3.2.1. A vector z satisfies the semi-infinite constraint (3.1.4) if
and only if x satisfies the following pair of semi-infinite constraints:

=1 (=1

T
(a) [a,o + XL: Cgaz] z < [bo + XL: C@be] V(e Z
. . (3.2.1)

(b) [Z Azae] z < {Z Azbz:| +aVAeZ={AecL:|A]| <1}

=1 =1

Remark 3.2.2. Proposition 3.2.1 implies that the GRC of an uncertain linear
inequality is equivalent to a pair of semi-infinite linear inequalities of the type
arising in the usual RC. Consequently, we can invoke the representation results of
section 1.3 to show that under mild assumptions on the perturbation structure, the
GRC (3.1.4) can be represented by a “short” system of explicit convex constraints.

Proof of Proposition 3.2.1. Let x satisfy (3.1.4). Then x satisfies (3.2.1.a)
due to dist(¢, Z|L£) = 0 for ¢ € Z. In order to demonstrate that x satisfies (3.2.1.b)
as well, let ( € Z and A € £ with ||A|| < 1. By (3.1.4) and since £ is a cone, for
every t > 0 we have (; := ( +tA € Z + L and dist(¢, Z|L) < |[tA]| < t; applying
(3.1.4) to ¢ = ¢, we therefore get

. _ 17T L T L L
[ao + 3 Cza‘] T+t {Z Aga£:| z < [bo + > @bf} +t {Z Agsz| + at.
=1 =1 =1 =1
Dividing both sides in this inequality by ¢ and passing to limit as ¢ — oo, we see
that the inequality in (3.2.1.b) is valid at our A. Since A € Z is arbitrary, x satisfies
(3.2.1.b), as claimed.

It remains to prove that if x satisfies (3.2.1), then x satisfies (3.1.4). Indeed, let
x satisfy (3.2.1). Given ¢ € Z+ L and taking into account that Z and L are closed,
we can find ( € Z and A € £ such that ( + A = ¢ and ¢ := dist(¢, Z|£) = ||A].
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Representing A = te with e € L, |le|| < 1, we have

L T L
{ao + > Cwe] T — [bo + > Cebé}

=1 =1

L L L T L
= |a® + ZC@@Z] x— [0+ Zggbé + ZAgaz T — [Z Agbﬂ
=1 =1 (=1 =1
T
<0 by (3.2.1.a) _, [ i eea[] . [ L ezbe
£=1 =1
< ta by (3.2.1.b)
< ta = adist(¢, Z|L).
Since ¢ € Z + L is arbitrary, = satisfies (3.1.4). O
Example 3.2.3. Consider the following 3 perturbation structures (Z, L, || - ||):
(a) Zisabox {C:[C| <01 <L LY, L=REand | || =] -|1;
L
(b) Z is an ellipsoid {¢: Y. ¢F/of < Q*}, L=RY and |- || = - ll2;
=1
(¢) Z is the intersection of a box and an ellipsoid: Z = {¢ : [{] < 04,1 < £ <

L
L Y Cjof O}, L=RE ||| = |-l

In these cases the GRC of (3.1.1) is equivalent to the finite systems of explicit convex
inequalities as follows:
Case (a):

(@) [a’]" $+ZW|[ Pra b <b°
(b) |[a]x—be|<a £=1,..,L
Here (a) represents the constraint (3.2.1.a) (cf. Example 1.3.2), and (b) represents the

constraint (3.2.1.b) (why?)
Case (b):

(b) (;::1 max?[[a’]Tz — b¥, o]> v <a.

Here (a) represents the constraint (3.2.1.a) (cf. Example 1.3.3), and (b) represents the
constraint (3.2.1.).
Case (c):

(@) [ z+9Q (i‘l o2([aY) Tz — b‘f)z) v < b

1
(a.1) [a")"z + Z oe|ze| + (Z erz) : <v°
(@.2) ze+wp = [a} v 0=1,..L
0 3l <a
Here (a.1-2) represent the f:(_)ilstraint (3.2.1.a) (cf. Example 1.3.7), and (b) represents the
constraint (3.2.1.).

3.3 EXAMPLE: SYNTHESIS OF ANTENNA ARRAYS

To illustrate the notion of Globalized Robust Counterpart, consider an example
related to the problem of the synthesis of antenna arrays.
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3.3.1 Building the Model

Antenna arrays. The most basic element of a transmitting antenna is an isotropic
harmonic oscillator emitting spherical monochromatic electromagnetic waves of a
certain wavelength A\ and frequency w. When invoked, the oscillator generates an
electromagnetic field whose electric component at a point P is given by

d™*R{z exp{e(wt — 2md/\)}},

where the weight z is a complex number responsible for how the oscillator is invoked,
t is time, d is the distance between P and the point where the oscillator is placed
and ¢ is the imaginary unit. The electrical component of the electromagnetic field
created at P by an array of n coherent (that is, with the same frequency) isotropic
oscillators placed at points Py, ..., P, is

b= kf: R{|IP — Pyl =" 2k exp{e(wt — 2| P — Pl /A)}} )
=1 " 3.3.1
= R{exp{uwt} k; 1P = Prl| = 2 exp{—2m|| P — Pi[|/A)},

where 2, € C is the weight of k-th oscillator. When P is at a large distance r from

the origin:
P=re, |e|a =1,

the expression for E, neglecting terms of order of 72, becomes

R{r~'exp{e(wt — 277r/\)} Z z exp{2midy, cos(og(e))/A}},

k=1

D(e)
where dj, = || Px|l2 and ¢k (e) is the angle between the directions ey from the ori-
gin to P and e from the origin to P. The complex-valued function D(e) of a
unit 3-D direction e is called the diagram of the antenna array. It turns out that
squared modulus |D(e)|? of the diagram is proportional to the directional density
of electromagnetic energy sent by the antenna.’

In a typical antenna design problem, one is given the number and the locations
of isotropic monochromatic oscillators and is interested to assign them with complex
weights z;, in such a way that the resulting diagram (or its modulus) is as close as
possible to a desired “target.” In simple cases, such a problem can be modeled as
a linear optimization program.

Example 3.3.1. Consider a n-element equidistant grid of oscillators placed along

the z-axis: Pr = ki, where i is the basic orth of the z-axis. The diagram of such an
antenna depends solely on the angle ¢, 0 < ¢ < 7, between a 3-D direction e and the

1For a receiving antenna, the squared modulus |D(e)|? of its diagram (mathematically, com-
pletely similar to the diagram of a transmitting antenna) is proportional to the sensitivity of the

antenna to a flat wave of frequency w incoming along a direction e.
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direction i of the z-axis and is given by

D(¢) = i z, exp{2midy; cos(@)/ A}, di =k, (3.3.2)

k=1

(from now on, we write D(¢) instead of D(e)). Now consider the design problem where,
given an “angle of interest” A € (0, ), one should choose the weights z so that most of
the energy emanating from the antenna is sent along the cone Ka comprised of all 3-D
directions with 0 < ¢ < A, (i.e., along the usual 3-D round cone with the nonnegative ray
of the z-axis in the role of the central ray and the “angular width” 2A). There are many
ways to model our design specification; we choose a simple way as follows. First note that
when multiplying all weights by a common nonzero complex number, we do not vary the
directional distribution of energy; therefore we lose nothing by normalizing the weights
by the requirement that the real part of D(0) is > 1. We now can quantify the amount of
energy sent in the sidelobe angle (the complement of Ka) by the quantity

Jmax |D(4)]

(“sidelobe level”), and pose our problem as the semi-infinite optimization program

T2 [D(¢)| = | 32 2k exp{2midy cos(¢)/ A}
k=1
min T: Vo € [A,7m) 3, dp = k.
Z1yens zn €C,TER n
RD(0) = 3‘%{ >z exp{2mdk/)\}} >1
k=1

This (admittedly simplified) model of the Antenna Design problem has an important
advantage: it is a convex problem, although a semi-infinite one. We can get rid of semi-
infiniteness by replacing the segment [A, 7] with a fine finite grid ® of points in this
segment, thus arriving at the convex program

T2 |D(@)| = | X2 2k exp{2midi cos(d)/A}|
k=1
min T Vo € O , di = k.
Z1,...,2n €C,TER n
RD(0) = %{ >z exp{2mdk/)\}} >1
k=1

This is not exactly a LO program, since the absolute values in question are moduli of
complex numbers (that is, Euclidean norms of 2-D vectors). In order to overcome this
difficulty, let us approximate the modulus |z| = \/%2%(z) + $2(2) of a complex number z
by a “polyhedral norm,” specifically, by the norm
pa(z) = max R{zue}, pe = exp{el/L}.
Geometrically, we approximate the unit 2-D disc by a circumscribed L-side perfect poly-
gon. We clearly have
pr(2) < |2 < pr(z)/ cos(r/L).

For example, p12(z) approximates |z| within relative accuracy 3.5%, which is sufficiently
accurate in our context. Replacing || with pi12(-), we arrive at the following LO program:

Antenna Design problem: Given the number of oscillators n, wavelength
A, angle of interest A and a finite grid ® on the segment [A, 7], solve the LO
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program

3%{ i e exp{2midy cos(¢)/)\}zk} <7
k=1
mine(C T Vipe ®,£<12) . (3.3.3)
21,...,2n €C,T n
9?{— > exp{2mdk/)\}zk} <-1
k=1

Sources of uncertainty. In the Antenna Design problem, there are at least two
sources of data uncertainty to be accounted for.

i) Positioning errors. When manufacturing the antenna, the oscillators cannot
be placed along an ideal equidistant grid. Moreover, their positioning varies
slightly over time as a result of deformations of the antenna due to changes
in temperature, wind, etc. To simplify matters, assume that the positioning
errors affect only the distances from the origin to the oscillators, but not the
directions from the origin to oscillators, so that the latter belong to the z-axis.
We can model the positioning perturbations by collections {dd; € R}}_,,
where dd;, is the deviation of the actual distance dj of k-th oscillator to the
origin from the nominal value d}} = k of this distance, and we assume that
the positioning perturbations run through the box Ap = {{ddx}}_; : [0dy| <
6,1 <k <n}.

i1) Actuation errors. The weights zj, are in reality characteristics of certain phys-
ical devices and as such cannot be implemented exactly as they are computed.
It is natural to model these unavoidable actuation errors as multiplicative per-
turbations zx — (1+&x )2k, where & € C; we refer to the quantity p = max 1€k |

as to the level of actuation errors.

Clearly, both sources of uncertainty can be thought of as those of the data. Indeed,
all constraints in (3.3.3) are of the form

n
%{Z Cezry < pT+4q (3.3.4)
k=1
with certain p, g. The consequences of a perturbation dy, — dg+0dk. 2z — (1+&k) 2k
are exactly the same as if there were no positioning perturbations and actuation
errors, but the coefficients ¢, = (x(dx) were subject to perturbations

Ce(dy) — Ce(dy + 0dy) (1 + &) (3.3.5)

3.3.2 Nominal Solution: Dream and Reality

Before thinking of how to immunize solutions against data uncertainty, it makes
sense to check whether we should bother about this uncertainty in the first place.
After all, both the positioning perturbations and the actuation errors are expected
to be rather small (say, something like 1% of the corresponding nominal values).
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Furthermore, the constraints of the problem are clearly soft — whatever the per-
turbations of the data, the nominal solution still makes physical sense (the designed
antenna will not explode, so to speak). The only bad thing that may happen is
that the actual value of the sidelobe level will be worse than the nominal one. If
deterioration of this level were “of the same order of magnitude” as the data per-
turbations (say, a 3-5% increase in the sidelobe level caused by a 1% perturbation
in the positioning of oscillators and in the weights), we could still be content with
the nominal solution as it is. Unfortunately, this is not the case — in the Antenna
Design problem, even small (0.01%) data perturbations can result in huge (hun-
dreds of a percent) variations of the design criteria. Whether this is indeed the
case, depends on the nominal data. Here is an example of a setup that is really
bad:

n=16, A=8, A=m/6. (3.3.6)
With this setup, the distances between consecutive oscillators equal to 1/8 of the
wavelength, and the spatial angle of interest — the one where we would like to send
as much energy as possible — is comprised of directions whose angular distances
from the axial direction i are at most 30°. Note that the relative spherical measure
of the set of these directions? is (1 —cos(7/6)/2 ~ 0.067. When solving (3.3.3) with
nominal data and an equidistant 90-point grid ® on [0, 7], we end up with a nice
nominal solution depicted on figure 3.1. For this solution and no data perturbations,
the sidelobe level is as low as 0.0025, and the energy concentration (the fraction of
total transmitted energy that goes along the desired angle) is as high as 99.99%.
Unfortunately, these nice results are nothing but a dream — with very small (e =
0.0001) random perturbations in the positioning, or with random actuation errors of
level as low as p = 0.0001, our design becomes a complete disaster. Let us look, e.g.,
at the sidelobe levels and energy concentrations produced by the nominal design
with randomly perturbed positions of oscillators and weights. First note that with
random perturbations of the data, the antenna diagram becomes random, and
therefore does not necessarily satisfy the normalization requirement ®R{D(0)} > 1.
To account for this phenomenon, we scale the sample diagrams to make |D(0)]
equal to 1, and look at the sidelobe levels and energy concentrations of the resulting
diagrams. Data in table 3.1 demonstrate that with e = 0, p = 0.0001, the sidelobe
level for the nominal design jumps, on the average, from its nominal value 0.0025
to 2.08, while the energy concentration drops from its nominal value of 99.99% to
just 8% — almost as if the energy were sent uniformly in all directions! Additional
evidence of how bad the nominal design is in the presence of our — unrealistically
low! — data uncertainty is given by sample diagrams depicted in figure 3.1 and
especially by “energy density” plots in the same figure.

For a given diagram, its energy density is defined as follows. We compute the
energy transmitted along all directions from a spatial angle K of directions

forming angle at most s with i, and treat this energy as a function of the

2Recall that directions are unit 3-D vectors, that is, points on the unit sphere in R3. The
relative spherical measure of a set A of directions (that is, of a subset of the unit sphere) is, by
definition, the area of the set divided by the area 47 of the entire unit sphere.
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Sidelobe Energy

Design p ¢ level concentration

0 0 0.0025(0.00) 0.9999(0.00)
Nominal 0 l.e-4 | 1.38(0.77) 0.18(0.10)
Opt = 0.0025 | 1.e-4 0 2.08(1.54) 0.08(0.07)
a = 3.0e6 led | l.e-4 | 2.18(2.02) 0.09(0.07)
0 0 0.095(0.00) 0.844(0.00)
RC 0 1.e-2 | 0.099(0.004) 0.837(0.01)
Opt =0.106 | 1.e-2 0 0.108(0.02) 0.75(0.04)
a=94 l.e-2 | 1l.e-2 0 150(0 02) 0.75(0.04)
3.e-2 | l.e-2 | 0.280(0.07) 0.46(0.14)
0 0 0.148(0.00) 0.70(0.00)
GRC 0 l.e-2 | 0.149(0.00) 0.70(0.00)
Opt =0.147 | 1.e-2 0 0.159(0.00) 0.70(0.01)
a = 3.00 l.e-2 | 1.e-2 9(0 00) 0.70(0.01)
3.e-2 | L.e2 | 0.195(0.02) 0.66(0.04)

Table 3.1 Performance of various designs. In the table: Opt is the optimal value in
the nominal problem and its RC/GRC respectively, « is the global sensitivity
> |zk| of the resulting solution w.r.t. actuation errors. The underlined numbers
%

in the columns “Sidelobe level” and “Energy concentration” are averages over
100 random realizations of positioning and/or actuation errors, the numbers in
parentheses are the associated standard deviations.

spherical measure of K, thus getting a function on the segment [0, 47]. The

energy density p(s) is nothing but the derivative of the resulting function.

The plots in the second row on figure 3.1 are built as follows: we generate a sample
of 100 data perturbations of the magnitude indicated under the plot and draw on
a single figure the 100 resulting energy densities. The density pictures in figure 3.1
show that on the average (over 0.01% data perturbations), the energy density is
nearly symmetric, meaning that under data perturbations, the nominal design does
not distinguish between directions of interest and opposite directions. The bottom
line is that in the presence of even a small data uncertainty the nominal design
becomes completely senseless.

3.3.3 Immunizing Against Uncertainty

The strategy. For illustrative purposes, we intend to treat the two sources of un-
certainty differently. Specifically, the perturbations in the data coefficients coming
from positioning errors will be treated as the normal range of uncertainty, while
the influence of the actuation errors will be controlled via the corresponding global
sensitivity.
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Nominal design

Dream: p =€ =0 | Reality: p =0, ¢ = 0.0001 | Reality: p = 0.0001, ¢ =0

RC design

Dream: p=€¢=0 Reality: p =0, e = 0.01 Reality: p = 0.01, ¢ = 0.01

GRC design

Dream: p=€=20 Reality: p =0, e =0.01 Reality: p =0.01, e = 0.01

Figure 3.1 Nominal, RC and GRC antenna designs. First rows: sample plots of |D(¢)]
in polar coordinates; the diagrams are normalized to have D(0) = 1. Second
rows: bunches of 100 simulated energy densities.
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Specifying perturbation structure. To implement our strategy, consider a
single constraint (3.3.4) coming from (3.3.3). The actual values of the coefficients
(y are

Cr = pexp{2micos(p)(k + dd)/N) (1 + &),
where p, || = 1, and ¢ € [0, 7] are fixed, ddy, are the positioning errors, and & are
the actuation errors. We would like to ensure that

%{Z@zk} <pr4+qg+apV(p>0,0d: |dd;| < eVk,E: || < pVk),

k=1
where p,q are given reals and a > 0 is a given global sensitivity w.r.t. actuation
errors. This is the same as to ensure that
Cr(0dk) 3k

n n ,—/ﬁ
§R{ kzl wexp{2mecos(¢)(k + dd)/N)} zk} + 3?{ kE Cr (0 )Ex zk}

= -1
<pr4+qg+ap Y(p>0,0d:|0ds| < eVE,E: |&| < pVEk).

Taking into account that |(x(ddg)| = 1, the latter relation clearly reads

R{ Y Godi)z} +  max  R{Y 6k
{kglgk( k) k} 3¢:[0Ck|<pVE {kz::1 ‘ k}
<pr+g+ap Y(p=0,0d:[ddy| < €VE),

which is the same as the pair of requirements
n
(@) R{ Y G(6di)zi} < pr+q V(6d: [6di| < eVk)
k=1

) > |wl<a

k=1

(3.3.7)

on variables zg, T.

Note that (3.3.7.a) says that

n
R{D CGezn} <pr+q V(¢ G € Th k),
k=1
where Ty is the convex hull of the arc v = {pexp{2micos(¢)(k + s)/A) : |s| < €}
of the unit circle in C = R2. This convex hull I';, is a conic quadratic representable
set, so that (3.3.7.a) is equivalent to an explicit finite system of conic quadratic
inequalities (Theorem 1.3.4). We prefer to simplify the structure of the GRC by
replacing T'y, with the triangle Ay circumscribed around the arc ~; (see figure 3.2).
While increasing the conservatism slightly, this approximation allows one to rewrite
(3.3.7.a) as the explicit convex constraint

n
<
I;Zr:nl%% R{vkezr} < prT+4q,
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Figure 3.2 “Circle hat” T';, (ABC) and triangle A, (ABD).

where vg1, Vg2, Uks are the vertices of the triangle Ayx. With this approach, the
GRC of (3.3.4) is given by the pair of convex constraints

n

(a) Y. max R{vrezr} < pr+4q,
= =123
n

0) > |z <o
k=1

(3.3.8)

this is nothing but the GRC of (3.3.4) corresponding to the perturbation structure
where Z = Ay X ... x A, £L=C" = R?" and ||§¢|| = ax [0Ck]-

The GRC of (3.3.3) is obtained by replacing every one of the constraints in
(3.3.3) with the corresponding constraint (3.3.8.a), (which in fact gives a system
of linear constraints on the design variables), and adding the constraint (3.3.7.b)
“responsible” for the global sensitivity w.r.t. the actuation errors (this constraint
is common for all pairs (3.3.8) coming from different constraints of (3.3.3)). The
resulting GRC of (3.3.3) has a linear objective, a bunch of linear constraints and a
single conic quadratic constraint (3.3.7.5).3

Robust design. For illustrative purposes, we built two robust designs: the first
(referred to as “RC design”) is obtained when immunizing against 1% positioning
errors while taking no care of actuation errors, (which is equivalent to setting e =
0.01 and a = oo in the GRC); the actual global sensitivity of the resulting design
to the actuation errors is o = 9.404. The second (“GRC”) design is obtained
when keeping € = 0.01 and setting the global sensitivity a to the value 3. The
performance of all three designs (the nominal, the RC and the GRC) is presented in
table 3.1, and illustrated in figure 3.1. We see that “immunizing” the design against
positioning errors of magnitude 0.01 is rather costly in terms of the objective: the
RC sidelobe level is 0.106 vs. the nominal sidelobe level 0.0025, and the energy
concentration for the RC design, evaluated at the nominal data, is 84%, which is
by 16% worse than the 99.99% concentration for the nominal design. Good news,
however, is that while the nice performance of the nominal design is a matter of pure

3We could further approximate |z| in (3.3.7.b) by p12(2y), thus ending up with a GRC that is
equivalent to an LO program.
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imagination — it is completely destroyed by positioning/actuation errors as low as
0.01%, the performance of the RC design is fully immunized against positioning
errors with e = 0.01 and is incomparably less sensitive to the actuation errors than
the performance of the nominal design (the corresponding global sensitivities are
9.4 and 3.0e6, respectively). However, the performance of the RC design is still
too sensitive to actuation errors: when the level p of these errors grows from 0 to
0.03, the sidelobe level jumps, on the average, from 0.11 to 0.28, and the energy
concentration drops from 0.84 to 0.46. The GRC design is aimed to moderate this
phenomenon; here we require the sensitivity to actuation errors to be at most 3
(vs. 9.4 yielded by the RC design). As a result, we again lose in optimality: for the
GRC design, without data perturbations the sidelobe level is 0.15, and the energy
concentration is 70% (vs. 0.11 and 84% for the RC design). As a compensation,
the GRC design, in contrast to the RC one, is well immunized against the actuation
errors: with a level of these errors 3%, (i.e., p = 0.03), the performance of the GRC
design is essentially the same as when there are no actuation errors at all, (i.e.,

p=0).
3.4 EXERCISES

Exercise 3.1. Consider a situation as follows. A factory consumes n types of
raw materials, coming from n different suppliers, to be decomposed into m pure
components. The per unit content of component ¢ in raw material j is p;; > 0,
and the necessary per month amount of component i is a given quantity b; > 0.
You need to make a long-term arrangement on the amounts of raw materials x;
coming every month from each of the suppliers, and these amounts should satisfy
the system of linear constraints

The current per unit price of product j is c;; this price, however, can vary in time,
and from the history you know the volatilities v; > 0 of the prices. How to choose
x;’s in order to minimize the total cost of supply at the current prices, given an
upper bound « on the sensitivity of the cost to possible future drifts in prices?

Test your model on the following data:
n=32,m=_8,p;; =1/m,b; = 1.e3,
¢; =08+02((j—1)/(n—1)),v; =0.1(1.2 — ¢;),

and build the tradeoff curve “supply cost with current prices vs. sensitivity.”

3.5 NOTES AND REMARKS

NR 3.1. The theoretical results of this chapter originate from [15, 16]. The
nominal Antenna Design model goes back to [72].



This page intentionally left blank



Chapter Four
More on Safe Tractable Approximations of Scalar Chance
Constraints

This chapter can be treated as an “advanced extension” of chapter 2. The entity
of our major interest is the chance constrained version

L
p(z) = Prob {zo + Z 2o > O} <e (4.0.1)

=1
of a randomly perturbed linear inequality

L
20+ > 2 <0, (4.0.2)
=1
where (; are random perturbations and z, are deterministic parameters (in applica-
tions in Uncertain Linear Optimization, these parameters will be specified as affine
functions of the decision variables).

4.1 ROBUST COUNTERPART REPRESENTATION OF A SAFE CONVEX
APPROXIMATION TO A SCALAR CHANCE CONSTRAINT

Recall that a safe approximation of the chance constraint (4.0.1) is a system S
of convex constraints in variables z and perhaps additional variables u such that
the projection Z[S] of the feasible set of the system onto the space of z variables
is contained in the feasible set of the chance constraint (cf. Definition 2.2.1). In
chapter 2, we dealt with a particular approximation scheme (to be revisited in
section 4.2 below) that resulted in a Robust Counterpart type approximation:

L

Z[S={z=lz0;--;20] : 20+ ZC@Z( <0 V(Ce2Zz2)},

=1
where Z, is an explicitly given convex compact set. In other words, the approxi-
mating constraint requires from z to be robust feasible for the uncertain constraint
(4.0.2) equipped with a properly defined “artificial” uncertainty set Z..

We are about to demonstrate that the “Robust Counterpart representability”
of a safe convex approximation to (4.0.1) is a common property of a wide spectrum
of approximations of the chance constraint, rather than being a specific property
of the approximations considered in chapter 2.
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We start with observing that the true feasible set Z, of the chance constraint
(4.0.1) possesses the following properties:

i) Z, is a conic set, meaning that 0 € Z, and Az € Z, whenever z € Z, and
A>0;

it) Z. is closed;

ii1) the set Z[zo] = {z = [z0;21; -5 2] : ||[#15 -5 2L]|l2 < 1} with 2o < 0 and large
enough |zo| is contained in Z,;

) the set Z[zp] with large enough zy > 0 does not intersect Z..

For a safe convex approximation S of (4.0.1), the set Z[S] always inherits property
v of Z,. We introduce the following

Definition 4.1.1. A safe convex approximation S of (4.0.1) is called normal,
if Z[S] inherits properties i-iii (and thus all four properties) of Z,.

Remark 4.1.2. For a safe convex approximation S of (4.0.1), the set Z = Z[S]
is convex. From this observation it immediately follows that the normality of a safe
approximation S is equivalent to the fact that Z = Z[S] C Z, is a closed convex
cone with e = [—1;0;...;0] € intZ and —e & Z.

Our interest in normal safe approximations of chance constraints stems from
the following simple observation:

Proposition 4.1.3. Let S be a normal safe convex approximation of the
chance constraint (4.0.1). Then the approximation is Robust Counterpart rep-
resentable: there exists a convex compact uncertainty set Z such that

L
ZIS|={z:20+ Z@zg <0V¢ e Z}. (4.1.1)
(=1

Proof. Let S be normal. As we have seen, the set Z = Z[S] is a closed convex
cone with e € intZ and —e € Z. As every closed convex cone, Z is the anti-dual of
its anti-dual cone Z_:

Z={zeRMH . T¢<ovtez}, Z_={CeRF . (T2<0Vze Z}).
Since Z has a nonempty interior, Z_ is a closed pointed convex cone, and since
e €intZ, the set Z = {[yo;..;yr] € Z— 1 eTy= -1} ={y = [L;y1;..;yL] € Z_} is
a convex compact set that intersects every nontrivial ray from Z_. It follows that
the set Z = {¢ € RF : [1;¢] € Z_} is a convex compact set and that

Z={z:2Ty<ovye z_} ={z:27[1;¢] <0V € Z}

[l
={z=lz0;21;..520] : 20 + ZeL=1 Coze <OVC € Z}.

Proposition 4.1.3 shows that a natural safe approximation of a chance con-
strained uncertain linear inequality is nothing but the RC of this uncertain in-
equality associated with the appropriate convex compact uncertainty set. When
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the approximation in question is tractable, so is this uncertainty set (modulo mild
regularity assumptions). What is on our agenda now, is to introduce a number of
specific safe approximation schemes.

4.2 BERNSTEIN APPROXIMATION OF A CHANCE CONSTRAINT

This approximation scheme is closely related to the one we used in section 2.4,
and it is instructive to start our acquaintance with the Bernstein approximation by
reviewing this scheme.

Our goal is to build a safe approximation of the chance constraint (4.0.1). To
achieve this goal:

1) We assume that (s, £ = 1,..., L, are independent with distributions P, such

that
1
/exp{ts}dPg(s) < exp{max|ut, u; t] + 505752} vVt € R,
whence
- L1
(E {exp{wTC}} < ®(w Zz_:l max|[f, wz,uz we) 5 zé:ol%wf ;
(4.2.1)
2) We have inferred from (4.2.1) that the validity of the relation
z€Z.=cl{z:3a>0:az+ P(afz1;...;2]) <In(e)} (4.2.2)

is a sufficient condition for the validity of (4.0.1) (statement (%) in section
2.4);

3) Finally, we derived from 2) that the sufficient condition in question is equiv-
alent to the robust feasibility of [zp;...; z1] for the uncertain linear inequality

L
20+ Y Gz <0

(=1

with an appropriately chosen perturbation set Z (statement (x*) in section
2.4).

We are about to demonstrate that the outlined approximation scheme is a particular
case of a more general one, a Bernstein approximation.

4.2.1 Bernstein Approximation: Basic Observation

Assume that

Q.1. The distribution P of the random perturbation ¢ = [(1;...;(z] in
(4.0.1) is such that

n(E {exp{wTC}}) < O(w) (4.2.3)
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for some known convex function ® that is finite everywhere on R” and
satisfies ®(0) = 0.

Example 4.2.1. It is immediately seen that under assumptions P.1-2 from section
2.4 (or, which is the same, under the assumptions from item 1 above), relation (4.2.3) is
satisfied with

L
D(w) = Z {max[,uzrwe,,u[wg] + %Ufw? . (4.2.4)
=1
Given € € (0,1), let us set
7 = {z=[z;w] € R :3a > 0: az + ®(aw) < In(e)},

7 - dze. (4.2.5)

The Bernstein approximation scheme is given by the following statement:

Proposition 4.2.2. Under assumption (4.2.3), Z. is exactly the solution set
of the convex inequality

ér;fo [20 + BR(B~'w) + Bln(1/e)] <0, (4.2.6)

and this convex inequality is a normal safe approximation of the chance constraint
(4.0.1).

For the proof, see section B.1.1.

Our current goal is to develop a scheme that, under favorable circumstances,
allows us to describe efficiently the set Z..

4.2.2 Bernstein Approximation: Dualization

In addition to Q.1, let us assume that,

Q.2. We can represent the convex function ® participating in (4.2.3)
in the following form:

®(w) = sup {w” (Au+a) — ¢(u)}, (4.2.7)
u
where
e ¢(u) is a convex and lower semicontinuous function on R taking
real values and the value 400,

o u— Au+ a is an affine mapping from R into R”,

e every level set U, = {u : ¢(u) < ¢}, ¢ € R, of ¢ is bounded.
Note that every convex and finite everywhere on R” function ®(-) admits a required
representation, e.g., the representation with

AU+CL = u,
p(u) = Sl;p{uwa@(w)}, (4.2.8)
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Indeed, it is known that the function ¢ given by the latter relation — the Legendre
transformation (or the Fenchel dual, or the conjugate) of ® — is a convex and lower
semicontinuous function such that

b(w) = st;p {whu—¢(u)}. (4.2.9)

As for the requirement on ¢ to have bounded level sets, this requirement, in the case
of (4.2.8) is readily given by the fact that ® is everywhere finite. This is implied
by the following well-known fact:

Proposition 4.2.3. Let ®(-), ¢(-) be linked by (4.2.7), ® be everywhere de-
fined, and ¢ be lower semicontinuous. Assume also that A has trivial kernel. Then
the level sets of ¢ are bounded.

For the proof, see section B.1.2.

Example 4.2.4. [Example 4.2.1 continued] The function (4.2.4) admits an explicit
representation of the form (4.2.7), specifically, as follows:

M=

d(w) = [max([p, we, i we] + $o7w; |

£

2 S <ut <uf

_ D 2 U | . My SUS Hy,
o {z[“"(“ tu) =g ST }

u:{ue,uz}g‘zl

1

that is,
(Au+a)e = ue+u’,

$(u) é do(ut, ),

— 4
py <uf < pf

(4.2.10)
d)l(uevul) =

otherwise.

—
+ »
L5
- v§m

4.2.3 Bernstein Approximation: Main Result

The outlined assumptions give rise to the following result:

Theorem 4.2.5. Counsider the chance constrained inequality (4.0.1) and as-
sume that the distribution P of the random vector ( satisfies Assumptions Q.1-2.
Then the set

Ue ={u: ¢(u) <In(1/€)}

is a nonempty convex compact set, and for the set Z. given by (4.2.5) one has
2= [z05w] € Ze & 204+ Tw <0V € 2. = AU, + a. (4.2.11)
In particular, the condition
2 = [z0;w]| € Z. & ér;fo [20 + BR(B~'w) + Bln(1/e)] <0

which, by Proposition 4.2.2, is a sufficient condition for z to satisfy the chance
constraint (4.0.1), is nothing but the condition that z is a robust feasible solution
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to the uncertain linear constraint

L
20 + ZCzwe <0,
=

in variables zp, w, the perturbation set being the set Z. given by (4.2.11).

For the proof, see section B.1.3.

The uncertainty set Z. in (4.2.11) is defined in terms of two entities: the
function ®(-) and its representation (4.2.7), and the data of this representation
is not uniquely defined by ®. Nevertheless, the set Z. depends solely on ®(-).
Indeed, the set Z. is defined solely in terms of ®, and therefore the support
function ©(w) = max¢cz. (7w of the compact convex set Z, can be expressed
solely in terms of @, since

O(w) = —sup{zo : [z0;w] € Z}

by (4.2.11). It remains to recall that the support function of a closed

nonempty convex set completely determines this set [100, Section 13].
The bottom line is as follows:

Every convex upper bound ®(w) : RF — R, ®(0) = 0, on the logarith-
mic moment-generating function

In (E {exp{w’(}})
of the distribution of random perturbation vector ( implies a safe nor-
mal approximation of the chance constrained inequality (4.0.1). Under
Assumption Q.2, this approximation has the form zy + ?gz}f é:l Ceze <0
where Z. is a properly defined nonempty convex compact set. This ap-

L
proximation is the RC of the uncertain inequality zo+ Y, (rz¢ < 0 with
=1

Z. in the role of the perturbation set.

The latter result extends those in section 2.4, where we restricted ® to be of the
specific form (4.2.1).

Example 4.2.6. [Example 4.2.4 continued] Observe that under assumptions P.1-2
Theorem 4.2.5 recovers Theorem 2.4.3.

4.2.4 Bernstein Approximation: Examples

Example 4.2.7. [Gaussian case] Assume that all we know about the random vector
¢ is that its entries (, are independent Gaussian random variables with means p, belonging
to given segments [u, , p1j | and variances belonging to given segments [(0; )3, (o7)?], £ =
1,..., L. In this case it is immediately seen that:
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(i) The best (that is, the smallest) function ¥(w) satisfying Q.1 w.r.t. all distribu-
tions of ¢ compatible with the above information is

L

B - + (03)2 2
B(w) =3 [max{yg we, i we] +
=1

sz;

(i) Setting

o) = g Se(ul,ur),

1 2 - ¢ +
be(ub,ug) = WW’ e S WS My
’ 400, otherwise ’
(Au+a)e = ul + ue

we ensure the validity of Q.2 for the function ® given in (i);

(iii) The Bernstein approximation of the chance constraint (4.0.1) associated with
the outlined data is exactly the approximation given by Theorem 2.4.3, cf. Example 2.4.5.

Example 4.2.8. Assume that all we know about random perturbations (, is that
they are independent, take values in [—1, 1] and their means belong to given sub-segments
(g 1] of [=1,1] (cf. Example 2.4.9). As stated in Example 2.4.9, the best (the small-
est) function ®(-) satisfying Q.1 w.r.t. all distributions of ¢ compatible with the above
information is

d(w) = Z In < max [cosh(w¢) + Msinh(um)]) . (4.2.12)

(kg ng)

D (wp)

It is easily seen that

(I)Z(U)Z): max In (eXP{WZ+1n (H—J)}ﬂ-exp{—wg—ﬁ—ln(l_'u)})
ny <u<uf 2 2

This relation, due to an immediate equality

1 D= Ty — sIny; ty >0, s=1p, (4.2.13
n (exp{z1} + ... + exp{zn}) mgX{wy D yilnyi:iy>0,> "y } (4.2.13)

i=1 i
implies that
®y(we) = max {wgug - ¢z(uz)}

—1<u, <1
with

1 14+u 1—u —

3[(1+ue)n (ﬁ) + (I —ue)ln (1_#;)] =l <ue <y
pe(ue) = {0 g <wue < pf

14w 1—u
3[(1+ue)n (W) + (1 —u)ln (Hgi)} o <ue <1
(4.2.14)

It follows that setting
o(u) = Z ¢e(ur), Au+a =u,

14
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with ¢¢(-) given by (4.2.14), we arrive at a representation, required in Q.2, of the function
®(w) given by (4.2.12). The perturbation set Z. given by the Bernstein approximation
associated with the outlined data is

L
Z = {4 D de(Ge) < 1n<1/e)} :

=1

Example 4.2.9. Consider the situation described in Example 4.2.8 and assume
that ,uj: =0 for all ¢, (i.e., (¢ are independent random variables with zero means taking
values in [—1,1]). Let us compare the safe approximation of the chance constraint (4.0.1)
given in Example 2.4.9 and the Bernstein approximation of this constraint by the following
experiment:

1) Weset z1 = ... = zr, = 1, assume that the “true” (unknown when the approximation
is built) distribution of ¢ is the uniform distribution on the vertices of the unit box,
and consider the chance constrained optimization problem

Opt ™ (e) = max {zo Prob{zo + Z Ceze >0} < e} (P)

=1

i1) Replacing the chance constraint in (P) with its safe approximation, we replace
(P) with a tractable approximating problem with easily computable optimal value,
that is a lower bound on Opt(e). Let us plot and compare to each other and to
the true optimal value of (P), (which is easily computable when z1 = ... = z1),
the dependencies of the resulting lower bounds on Opt(e) as functions of € for the
following approximations:

e the one given by Example 2.4.9 and Theorem 2.4.3 (Approximation I);

e the refinement of the latter approximation given by Theorem 2.4.4 instead of
Theorem 2.4.3 (Approximation II);

e the Bernstein approximation as given by Example 4.2.8 (Approximation III).

Note that Approximation I is nothing but the Ball RC approximation of our chance
constraint, while Approximation II is simultaneously its Ball-Box and its Budgeted
RC approximation, the budget, as defined in section 2.3, being /2L 1n(1/e€).

In the experiments, we use L = 16 and L = 64 and scan the range 107!? < e < 107 .
The results of the experiments are as follows:

A. The optimal values of the approximations are given by
Opt;(€) 2L1n(1/e);
L
Opt;;(e) = —miny {Z |1 — we| + \/2111(1/6)”10“2}
(=1

- jmin, {L(1 —s)++/2L ln(l/e)s}

max [*L’*Vm] ;
Optr(e) = — { Z Ue :

H Hoo<1

Z [(14 we) In(1+we) + (1 —we) In(1 —ue)] < 21n(1/6)}
= — ax {Ls Li(148)In(1+s)+ (1—s)In(1l—s)]
< 2In(1/e) }
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Figure 4.1 Plots of Opt;(¢) — Opt;;;(¢) and Opt*(e). Top to bottom: Opt™(e),
Opt;;;(€), Opt;(€), Opt;(e) (the latter two curves are undistinguishable when
L = 64).

B. The plots of Opt;(-) — Opt;;;(-) and Opt™(-) are presented in figure 4.1. It is
seen that in this example Approximation III is the best.

Example 4.2.10. Consider the case where all we know about (, is that these
random variables are independent with zero mean, take values in [—1, 1] and the variance
of ¢¢ does not exceed vZ, 0 < vy < 1. Invoking Example 2.4.11 (where one should set
1 = 0), the best (the smallest) function ® satisfying Q.1 is

D(w) = 3 @),

where
expl—wpB trfenlud g
exp{®(we)} = "
exp{wgvi }4vy exp{—wy}
1402 , we<0
+vy
C e [oRlmwed R el explwerd)avd expl-we)
- 1+ul? ’ 1+ul?
_ max )\exp{fweug}+(1f)\)exp{wy/?}#»v?)\exp{wz}JfV?(lf)\)exp{fwg}
0<A<1 1+vf

Let us show that
Dy (we) = sup {wga}ﬂuZ - ¢g(u£)} ,
A

where

uwt = [uf;..;uf] e R,
afv® = v2(ub —uf) + (ub —ub)
wilnul +ublnub + uf; lnug +ufInuf
' —(uf + ud) In(uf +ub) — (u§ + uf) In(uf + ub)
$e(u’) = —In(vd)(ub + uf) +In(1 + v3) Jub €A,

+o00 ,otherwise
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4
with A={ueR*:u>0, u; =1}.
=1

Indeed, w.l.o.g. we may assume that L = 1, which allows to skip index ¢. We
have

exp{@(w)} 7012??1 Aexp{—wr?}+(1— )\)exp{wui};ryu Nexp{w}+v2(1—X) exp{— w}

Invoking (4.2.13), we proceed as follows:

= ®(w) = In Jmax, {exp{ wr? +1n(A) — In(1 + 2)}
—|—exp{w—|—ln( ) 4 In(v?) — In(1 + v2)}
+exp{wr? +1n(1 — A) —In(1 +v2)}
+exp{—w+In(1—-X)+ ln(uz) —In(1+ 1/2)}}

= ®(w) = sup sup {[~wr® +In(A) — In(1+ °)]us
0<A<1u€A

+[w 4+ In(A\) + In(¥?) — In(1 + v*)]us
+[wu2 +In(1-X) —In(1+ V2)]U3
+[— w +In(1 = A) +In(v?) = In(1 + v*)]us
— Z Us lnul}

= s s {ol=vtu 4 s -
+[u1 + u2] In(A) + [us + ua] In(1 — X)
+1In(v?) (ue + us) — i uiInu; —In(14+07)}
= sup {w[-v*u1 + v us + uz — w:]:1
e +(u1 + u2) In(ur + u2) + (us + ua) In(ug + ua)
+1In(v?)(ug + u4) — i‘ u;lnu; — In(1+v7)}
[the optim;Tl)\ is ur +u2 =1 — (uz + ua)]
QED.
Thus, in Example 4.2.10 the uncertainty set Z. associated with the Bernstein approxima-
tion is

Z. = {[V%(Ué —ut) + (uz — uh); s vi (uf —uf) + (uf —uf)] :

SE e(ut) < 1n<1/e>}.

4.3 FROM BERNSTEIN APPROXIMATION TO CONDITIONAL VALUE AT
RISK AND BACK

The Bernstein approximation is a particular case of a conceptually simple approach
to bounding the probability of a random variable to be positive. The approach is
as follows.



MORE ON SAFE TRACTABLE APPROXIMATIONS OF SCALAR CHANCE CONSTRAINTS 91

4.3.1 Generating Function Based Approximation Scheme

Consider the random variable
L
& =20+ G
=1

(z is a deterministic vector of parameters, (; are random perturbations with well-
defined expectations). To bound from above the quantity

p(z) = Prob{¢* > 0},
we fix a generating function v(s) on the axis such that
~(+) is convex and nondecreasing, v(-) > 0, v(0) > 1,v(s) — 0,s — —oo. (4.3.1)

Since « is non-decreasing and is > 1 at the origin, we have y(s) > 1 for all s > 0;
since, in addition, 7 is nonnegative, the quantity ¥.(z) = E{v(£*)} is an upper
bound on p(z):

p(2) < Wu(z).

Note that ¥, (z) is a convex function of z; from now on we assume that it is finite
everywhere. Under this assumption, we have

U, (z24t[-1;05...;0]) — 0,t — co.
—_————

Suppose we can find a convex function ¥(z) taking values in R such that

L
Ve : W, (2) = B{y(20+ Y _ Cze)} < U(2) & U(z+te) >0, t—o00,  (43.2)
(=1

so that p(z) < ¥(z) for all z. Since p(z) = p(az) for all & > 0, we have
Vz:p(z) < ir;fO\IJ(az). (4.3.3)
We have, essentially, established the following simple statement:

Proposition 4.3.1. Given € € (0,1) and a generating function ~(-) satisfying
(4.3.1), let ¥(z) be a finite convex function satisfying (4.3.2). Let us set

I'’={z:3a>0:¥(az) <e}, I'e =clT?.
Then T’ is the solution set of the convex inequality (cf. (4.2.6))
[BU(8712) — Be] <0, (4.3.4)

inf

£>0

and this inequality is a safe normal approximation of the chance constraint (4.0.1).
For the proof, see section B.1.4.

Note that the Bernstein approximation is, essentially, a particular case of
the approximation scheme associated with Proposition 4.3.1 corresponding to the
choice v(s) = exp{s}. With this choice of the generating function, In(¥,(z)) is a
convex function, which allowed us to operate “in the logarithmic scale,” that is,
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to start with a convex majorant ®(z) on In ¥,(2) and to work with the equivalent
version

V(> 0,2):lnp(z) < ®(az)
of the bound (4.3.3).

4.3.2 Robust Counterpart Representation of T,

In addition to the premise of Proposition 4.3.1, assume that
U(2) =sup {z" (Bu+b) —¥(u)}
u

with an appropriately chosen lower semicontinuous convex function (-) possessing
bounded level sets. Applying Theorem B.1.2, we conclude that for every e € (0, 1),
the set

U ={u:Y(u) < —e€}

is a nonempty convex compact set, and
z€l. 27 (Bu+b) <0VYuel.

In other words, I'. is nothing but the robust feasible set of the uncertain linear
inequality

L
D Gz <0 (4.3.5)
£=0

associated with the convex compact uncertainty set Z, = {{=Bu+b:uell}.

From an aesthetical viewpoint, a disadvantage of the Robust Counterpart represen-
tation of I'c is that in (4.3.5) the coefficient of zo becomes uncertain rather than being
equal to 1, as in all our previous results. This can be easily cured. Indeed, let

Ze=c{¢=[l;z1;...;20) € RFT ¢ = a¢’ with a > 0,¢" € Z.}.

We claim that Z. = {¢ = [1;w] : w € Z.} with a compact convex set Z. and that

L
Te={z:20+ Y Coze <OVC € 2}, (4.3.6)
=1

that is, I'c is the robust feasible set of the uncertain linear inequality

L
20 + Z Geze <0,
=1
the uncertainty set being Z.. To justify our claim, observe, first, that the second relation
in (4.3.2) combines with convexity of ¥ to imply that for every bounded set U C R”, all
vectors [—t; z] € REF! with z € U are contained in T, provided that ¢ is large enough.
Since I'¢ is a cone, it follows that e = [—1;0;...;0] € intI'c. It follows that the only vector
¢ e ZAG with (o <0, if such a vector exists, is the vector ( = 0. Indeed, we know that

T.={z:27¢<0VCeZ} (4.3.7)

Assuming that (o < 0 for certain 0 # ¢ € ZAE, we would conclude from (4.3.7) that
e = [-1;0;...;0] ¢ intI'c, which is not the case. Observe also that Z. # {0}; indeed,
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otherwise (4.3.7) would say that I'. = RET! which is not the case as we know that
—e ¢ T'c. The bottom line is that ZAe is a closed convex set contained in the half-space
Co > 0, intersecting with the boundary hyperplane (o = 0 of this half-space, if at all, at
the only point ¢ = 0 and not reducible to this point; as a result, the vectors ¢ € Z. with
Co > 0 are dense in ZAE, which combines with (4.3.7) and the definition of Z, to imply that

I.={z:2"¢>0V(¢ e Z}. (4.3.8)

Further, the set 26, by its construction, is convex (since Z. is s0), nonempty and closed.
The only part of the claim that still is not justified is that Z. is bounded; but this is an
immediate consequence of (4.3.8) and the fact that e € intl.. O

4.3.3 Optimal Choice of the Generating Function and Conditional Value at Risk

A natural question is, how to choose the function (). If the only criterion was the
quality of the bound (4.3.3), the answer would be

v(s) = 4(s) = max[1 + s, 0] (4.3.9)

or, which in our context is the same, v(s) = max[l + as,0] with o > 0 (note
that the generating functions v(s) and 7,(s) = y(as), @ > 0, produce the same
approximation I'.). Indeed, let «(:) be a generating function (that is, a function
satisfying (4.3.1)), ¥(z) be a convex function such that
L
vz E{y(z0 + ZQZZ)} < VU(2),
=1
and let I
Uy (2) = E{yg(20 + Z Ceze)}-
=1
We claim that Wy(2) is a finite convex function on R” and that
. < . ﬂ
(a) ér;fo Uy(az) < éI;fO\Il(ozz), (b) T.cT¥

re = {z:3a>0:¥(az) <¢}, T =cll?, (4.3.10)
rof = {z:3a>0:Vy(az) <e}, I =cll2F,

so that the bound (4.3.3) associated with Uy is at least as good as the bound
associated with W, and consequently the safe approximation I'f of the feasible set
of (4.0.1) is no more conservative as the approximation I'.

Indeed, (¢ have well defined expectations, so that Wy is well defined. Since ~
satisfies (4.3.1), we clearly have +'(4+0) > 0. Replacing v(s) with v(8s), 8 > 0
(and thus replacing ¥(z) with U(3z)), we do not vary the right-hand side in
(4.3.3); “scaling” + in this fashion, we can enforce '(+0) = 1. In the latter
case, we have y(s) > v(0) ++'(+0)s > 1 + s for all s (recall that v is convex
and v(0) > 1). Since, in addition, v(-) > 0, we conclude that v(s) > ~v4(s) for
all s, whence also Wy(z) < ¥(z) for all z, which implies all the facts stated in
(4.3.10).
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For a given distribution P of the perturbation vector ¢, the “optimal” choice

L
V3(2) = Ecor{s(z0 + ) Ceze)} (4.3.11)
=1
of W is closely related to the Conditional Value at Risk CVaR.(£*) of the associated
L
parametric random variable £ = zp + > (y2¢. For a random variable £ with well
=1

defined expectation and e € (0,1), the associated Conditional Value at Risk is
defined as 1
CVaR.(§) = irelﬂf{ [a + EE{max[{ - a,O]}} ; (4.3.12)

it is well-known that the inf in the right hand side of this relation is attained,
and that Prob{¢ > CVaR.({)} < e. Besides this, if £ is of the parametric form
L

E=E&* =20+ > Coze and all ¢, have well defined expectations, then CVaR.(£?) is
i=1
convex in z, so that the relation
CVaR.(¢7) <0 (4.3.13)

is a convex inequality in z, and its validity is a sufficient condition for Prob{£* >
0} < e. The link between this condition and our constructions is explained in the
following observation:

Proposition 4.3.2. Let ¢ be a random perturbation with distribution P pos-
sessing expectation, let € € (0,1), and let I'¥ be the associated set (4.3.10). Then

I'* = {z: CVaR(£%) < 0}.
Proof. We have
rof {z:3a > 0: E{max[l +£**,0]} <€}
{z:3a > 0: E{max[l + a&?,0]} < e}
{z:3a>0: E{max[l + a~1£%,0]} <€} (4.3.14)
{z:3a > 0: !E{max[a + £,0]} < o}
= {z:Jda=-a<0:a+ E{max[¢* —a,0]} <0}.

From the latter relation it immediately follows that T%f C C = {z : CVaR.(¢?) <
0}. As we have already mentioned, CVaR.(£?) is a finite convex function of z, so
that this function is continuous, and therefore C is a closed set. Thus, the above
inclusion implies that T# C C. To prove the inverse inclusion, let us fix z € C and
prove that z € T'!. To this end, observe that the function

f(a) = a + B{maxle® - a,0])

clearly is a convex finite function that tends to +o0o as |a| — oo, so that this function
attains its minimum at certain a = a,. We have

ay + %E{max[fz —a,,0]} <0 (4.3.15)

due to z € C. From the latter inequality, a, < 0. In the case of a, < 0, relations
(4.3.14) say that z € T%% If a, = 0, then (4.3.15) implies that £ < 0 with
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probability 1, whence, setting 2’ = [z — §; 21;...; 21], § > 0, we get & < —§ with
probability 1. In the latter case we clearly have %E{max[oﬂrﬁzl, 0]} =0 < « for all
small positive a, which, in view of relations (4.3.14), implies that 2’ € T'%#. Since
2’ — z as § — +0, we conclude that z € T'%. (]

4.3.4 Tractability Issues

We have seen that the “CVaR approximation”
CVaR. (&%) <0,

of chance constraint (4.0.1) is the best — the least conservative — among the
approximations yielded by our generating-function-based approximation scheme.
Given this fact, why could we be interested in other, more conservative, approxi-
mations, e.g., the Bernstein approximation?

The answer is, that the level of conservatism is not the only consideration:
we are interested in computationally tractable approximations, and to this end
the underlying function ¥ should be efficiently computable. For the Bernstein ap-
proximation, this indeed is the case, provided that the random perturbations (,
are independent with distributions belonging to not too complicated families (see
examples in section 4.2). In contrast, the function ¥y underlying the CVaR approx-
imation is not efficiently computable even in the case when (; are independent and
possess simple distributions, (e.g., are uniformly distributed in [—1,1]). Seemingly
the only generic case where we have no difficulty in computing ¥y is when ( is sup-
ported on a finite set of moderate cardinality, in that case the CVaR approximation
is given by the following.

Proposition 4.3.3. Let ¢ € R” be a discrete random vector taking values
¢t ..., ¢N with probabilities 71, ..., 7. Then
Wy(z) = sup {7 (Bu+b) —¢(uv)},
v 0<u; <y,
- Zuiv 1<i<N
+o0, otherwise

Bu+b=[>,u; > uil’], ¢¥(u) = {
and the Robust Counterpart representation of the CVaR approximation is
It = {z:27[1;¢e! Zulgﬂ <0Vuel.},
{u 0<y; < mVi,Zui = e}
" i

: {Z:Zo-i—ZQZgSO, VCEZE},
l

{C:ZUzCZOSUZ Sﬂ-i/azui — 1}

N
I

el
[

N
[
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Proof. We have
Wy(2)
L N )
= E{max[l+z + E Coze, 01} = 30 mimax(1 + 2 + [21;..5 2] ¢, O]
i=1
= Z max  u;[l+ 2o + [215 .. ZL]TCi]

=1 0<u, T{'l

= max 20,..., Zuuzul Zuz)}

w:0<u; <m;

Bu+b
Consequently, by the results from section 4.3.2,

Fg:{z:zT[Zui;ZuiCﬂ<0Vu€UEE{uI Su; > € }’

which is equivalent to what is stated in Proposition. ([

4.3.5 Extensions to Vector Inequalities

The outlined approach can be applied to the chance constrained version

L
Prob{z" + ) (2! ¢ —K} < (4.3.16)
=1
of randomly perturbed vector inequality

L
=24 (' e K, (4.3.17)
=1
where 20, 21, ..., 2F € R? are deterministic parameters, (; are random perturbations,

and K is a given closed convex cone with a nonempty interior in R%. To this end,
it suffices to choose a convex function v : R — R that is K-monotone,

Yy +h) =~(y) V(h e K,y € RY)
and satisfies the relations

Y(y) > 0Vy, v(y) > 1V(y € —K)

and
e : Vy:vy(y+te) — 0,t — oo.
For example, we can choose a norm || - || on R, set
’Y(y) =1+ dlSt(y7 _K)a dlSt(y7 _K) = IEHHII< ||y - UH
ve—

and use in the role of e a direction from —intK.

Given a () as above, assume that we have at our disposal an everywhere

0.,1 L]

finite function ¥(z) that is convex in z = [2%;2%;...;2"] and is an upper bound
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on E{v(£?)}, along with a convex and lower semicontinuous function t(u) with
bounded level sets such that

U(z) = sup {zT(Bu+b) —¢(u)}.

It can be easily proved that in the outlined situation:

(i) Onme has
Vz : Prob{¢* ¢ —K} < ir;fO\I/(ozz)

(ii) The set Z = cl{z: 3o > 0: ¥(az) < €} is such that
z € Z. = Prob{¢* ¢ - K} < ¢

(iii) The set Z. is nothing but the robust feasible set of the uncertain linear con-
straint
2 (Bu+b) <0Vu el = {u:y(u) < —e}

associated with the nonempty convex compact perturbation set U..

4.3.6 Bridging the Gap between the Bernstein and the CVaR Approximations

We have seen that the Bernstein approximation of a chance constraint (4.0.1) is
a particular case of the general generating-function-based scheme for building a
safe convex approximation of the constraint, and that this particular approxima-
tion is not the best in terms of conservatism. What makes it attractive, is that
under certain structural assumptions (namely, those of independence of (i, ..., (r,
plus availability of efficiently computable convex upper bounds on the functions
In(E{exp{s¢¢}})) this approximation is computationally tractable. The question
we now address is how to reduce, to some extent, the conservatism of the Bern-
stein approximation without sacrificing computational tractability. The idea is as
follows. Assume that

A. The random perturbations (,...,(; are independent, and we can
compute efficiently the associated moment-generating functions

U,(s) = E{exp{s¢s}} : C— C.

d
Under this assumption, whenever v(s) = > ¢, exp{w, s} is an exponential polyno-
v=0
mial, we can efficiently compute the function

L d L
U(z)=E {V(Zo +> Cm)} = cvexplw,zo} [ [ Telwnze).
/=1 v=0 /=1

In other words,
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(!) Whenever a generating function v(-) : R — R satisfying (4.3.1) is an
exponential polynomial, the associated upper bound

L
inf ¥(az), ¥(z) = E {’Y(ZO + ;CM)}

on the quantity p(z) = Prob{zy + Zle Ceze > 0} is efficiently com-
putable.

We now can utilize (!) in the following construction:

Given design parameters T' > 0 (“window width”) and d (“degree of
approximation”), we build the trigonometric polynomial
d
Xe. (8) = Z [cep exp{imvs/T} + Gy exp{—1mvs/T}]
v=0
by solving the following problem of the best uniform approximation:
¢y € Argmin { max_p<s<7 | exp{s}x.(s) — max[l +s,0]| :
ceCdt1
0 < xe(8) < xe(0) = 1Vs € R, exp{s}xc(s) is convex
and nondecreasing on [T, T}

and use in (!) the exponential polynomial
Ya,r(s) = exp{s}txe, (s). (4.3.18)

It can be immediately verified that

(i) The outlined construction is well defined and results in generating function
va,r(s) that is an exponential polynomial satisfying the requirements (4.3.1)
and thus inducing an efficiently computable convex upper bound on p(z).

(ii) The resulting upper bound on p(z) is < the Bernstein upper bound associated,
according to (1), with v(s) = exp{s}.

The generating function 11 g(-) is depicted in figure 4.2.

The case of ambiguous chance constraint. A disadvantage of the im-
proved Bernstein approximation as compared to the plain one is that the im-
proved approximation requires precise knowledge of the moment-generating func-
tions E{exp{s(;}}, s € C, of the independent random variables (y, while the original
approximation requires knowledge of upper bounds on these functions and thus is
applicable in the case of ambiguous chance constraints, those with only partially
known distributions of (y,. Such partial information is equivalent to the fact that
the distribution P of { belongs to a given family P in the space of product proba-
bility distributions on RZ. All we need in this situation is a possibility to compute
efficiently the convex function
L

Up(z) = 21615; E¢op{v(20 + ; Ceze)}
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Figure 4.2 Generating function v11,5(s) (middle curve) vs. exp{s} (top curve) and max[1+
s,0] (bottom curve). (a): —24 < s < 24, logarithmic scale along the y-axis;
(b): —8 < s < 8, natural scale along the y-axis.

associated with P and with a given generating function +(-) satisfying (4.3.1). When
Up(-) is available, a computationally tractable safe approximation of the ambiguous
chance constraint

L
V(P € P) : Probep{zo + Y Goze > 0} <e (4.3.19)
=1
is
cl{z:3a>0:Up(az) <€}
Now, in all applications of the “plain” Bernstein approximation we have considered
so far the family P was comprised of all product distributions P = P; X ... X Pp
with P, running through given families P, of probability distributions on the axis,
and these families Py were “simple,” specifically, allowing us to compute explicitly
the functions

Wi(s) = sup [ explscilapic).

PePy

With these functions at our disposal and with v(s) = exp{s}, the function

L
Up(z) = sup E {exp{zo + Z Cm}}
prPeP —1
is readily available — it is merely exp{zo} HLI Uy(z¢). Note, however, that when
~(+) is an exponential polynomial rather than the exponent, the associated function
Up(z) does not admit a simple representation via the functions Wy(-). Thus, it
is indeed unclear how to implement the improved Bernstein approximation in the
case of an ambiguous chance constraint.

Our current goal is to implement the improved Bernstein approximation in
the case of a particular ambiguous chance constraint (4.3.19), namely, in the case
when P is comprised of all product distributions P = P; X ... X Py, with the marginal
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distributions P, satisfying the restrictions
supp Py © [~1,1] & pi; < Beomp, (G} < i (4.3.20)
with known pf € [~1,1] (cf. Example 4.2.8).
The result is as follows:

Proposition 4.3.4. For the just defined family P and with every +(+) satisfying

(4.3.1), one has ;
Up(z) = Ecop- {V(Zo +) CeZe)} :
=1

where P? = P{* x ... x Pf* and P} is the distribution supported at the endpoints
of [-1,1] given by

1+;,L;r
s s -, 520
P@{l}lpf{l}{ 1+2“; <0
5, s

In particular, when v(-) = v47(+), the function Up(z) is efficiently computable.
Proof. It suffices to prove the following

Claim: If P = Py x...x Py, with Py satisfying (4.3.20) and ¢, € {1, ..., L},
then, passing from the distribution P to the distribution P/ = P; x ... X
Py, 1 X PZZ* X Pp, 41 X ... x P, (which clearly belongs to P as well), we

do not decrease the associated quantity E {’y(zo + ZzL=1 Cm)}.

When proving the claim, we can assume w.l.o.g. that ¢, = 1.

Let us set

() = Bigy.icr]mPox..xp 17 (20 + 21t + G2 + oo + Cr2r) b -

Since 7(-) satisfies (4.3.1), the function 7(-) is a finite convex function that is non-
decreasing when z; > 0 and is nonincreasing when z; < 0. In terms of 7(-), our
claim reads:

/ A(Q)AP(G) < / AP (G) = PP A0+ 1-PP LA (4321)

-1 —
The proof of the latter relation is immediate. Let puq = [ (1dPi(¢1). Since 7 is
convex, we have

JLACAP(G) < [ [543 + 1595(-1)] dPu(G)

= ¢(m) = (L) + HLA(-1).
Since 7(-) is nondecreasing when z; > 0 and is nonincreasing when z; < 0, the
function ¢(r) is nondecreasing on the segment [u;,puf] C [~1,1] when 2, > 0
and is nonincreasing on the same segment when z; < 0. Since p; belongs to this
segment by (4.3.20), we have ¢(u1) < ¢(u) when 21 > 0 and ¢(u1) < () when
z1 < 0, meaning that in both cases ¢(p1) < f_ll ~(¢1)dP;* (1) (see the concluding
equality in (4.3.21)), so that (4.3.22) implies the inequality in (4.3.21). O

(4.3.22)
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4.3.6.1 lllustration |

To illustrate our findings, assume that all our a priori information on the random
perturbations ¢, in (4.0.1) is that they are independent, supported on [—1, 1] and
with zero means. Let us overview the safe approximations to the corresponding
ambiguous chance constraint
L
V((Pr,...,Pr) € P) : Probeup, x...x P, {zo + Z Cozo > O} <e, (4.3.23)
=1
where P is the family of all collections of L probability distributions with zero
mean supported on [—1,1]. Note that on a closest inspection, the results yielded
by all approximation schemes to be listed below remain intact when instead of
the ambiguous chance constraint we were speaking about the usual one, with ¢
distributed uniformly on the vertices of the unit box {¢ : ||| < 1}.

We are about to outline the approximations, ascending in their conservatism
and descending in their complexity. When possible, we present approximations in
both the “inequality form” (via an explicit system of convex constraints) and in
the “Robust Counterpart form”

{z:20+ " [215..520] O VC € Z}.

e CVaR approximation [Proposition 4.3.2]

L
[132% {zo + (Pl’?aé)z)ep/maX[ﬁ + 20+ ;ngz, 0]dP1(¢1)...dPL(CL) — Be} <0

(4.3.24)
While being the least conservative among all generation-function-based approxi-
mations, the CVaR approximation is in general intractable. It remains intractable
already when passing from the ambiguous chance constraint case to the case

where (; are, say, uniformly distributed on [—1, 1] (which corresponds to replac-

ing " 'I.Q%X)GP/...dpl (¢1)...dPr(¢e) in (4.3.24) with / ...dQ).

<o <1
We have “presented” the inequality form of the CVaR approximation. By
Propositions 4.1.3 and 4.3.1, this approximation admits a Robust Counterpart form;
the latter “exists in the nature,” but is computationally intractable, and thus of
not much use.

e Bridged Bernstein-CVaR approximation [p. 98 and Proposition 4.3.4]

51;% B (B 1z) — 56] <0,

Var(() = > 27 Ly r (Zo + Zle 6@%) )
co=t1,1<4<L

(4.3.25)
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where d,T" are parameters of the construction and 7,4 7 is the exponential polyno-
mial (4.3.18). Note that we used Proposition 4.3.4 to cope with the ambiguity of
the chance constraint of interest.

In spite of the disastrous complexity of the representation (4.3.25), the func-
tion W4 is efficiently computable (via the recipe from Proposition 4.3.4, and not
via the formula in (4.3.25)). Thus, our approximation is computationally tractable.
Recall that this tractable safe approximation is less conservative than the plain
Bernstein one.

Due to Propositions 4.1.3 and 4.3.1, approximation (4.3.24) admits a Robust
Counterpart representation that now involves a computationally tractable uncer-
tainty set ZBCV; this set, however, seems to have no explicit representation.

e Bernstein approximation [Example 4.2.8]

inf [zo +°F | Bln (cosh(B~12)) + ﬂln(l/e)} <0
& 20+ Xy Gz SOVC € ZBM = (¢ 307, 6(¢) < (1/6)} (4.3.26)
[6(u) = 2 [(1+w)In(l +u)+ (1 —w)In(l —w)], Dom¢ = [-1,1]].

e  Robust Counterpart approximation with Ball-Box uncertainty — [Proposition
2.3.3, or, equivalently, Example 2.4.9 and Theorem 2.4.4]

Fu, vz =u+ v, vo+ Yoy [ve] <0, up + /2In(1/e)/Sor u2 <0
‘C[| S 1, E = 1’ ""L7

1 /éé (Z < /2In(1/e)

(4.3.27)
It is immediately seen that (4.3.27) is a simplified conservative version of (4.3.26)
that, in hindsight, can be obtained from the quadratic lower bound on the entropy

d(u):

s 2+SL G <oveezBBx = lceRrL:

1
¢5()>§

(to get this bound, note that ¢(0) = ¢’(0) = 0 and ¢ (u) = =
whence

lu| < 1),

~

2
ZBm = ¢ ZM I/} € {C: I < 1YL < In(1/e)} = ZBIBx

— =1

e  Robust Counterpart approximation with Budgeted uncertainty — [Proposition
2.3.4]

Ju,v:z=u+wv, vy +Z£:1 |ve] <0, up+ +/2L1In(1/¢) max|ug| <0

Bde L \CZ|<1 =1,
@204_22 1Cze<0VCeZ g {CER Zel|@|< 2Lln1/)}
(4.3.

28)
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-

Figure 4.3 Intersection of uncertainty sets, underlying various approximation schemes in
Illustration I, with a random 2-D plane. From inside to outside:
— Bridged Bernstein-CVaR approximation, d = 11, T' = 8;
— Bernstein approximation;
— Ball-Box approximation;
— Budgeted approximation;
— “worst-case” approximation with the support {||¢||cc < 1} of ¢ in the role of
the uncertainty set.

Note that (4.3.28) is a simplified conservative version of (4.3.27) given by the evident
inequality

L L
Z lug| < VL Zu?,
= —1

which implies that ZBIBx  zBdg,

The computationally tractable uncertainty sets we have listed form a chain:

Figure 4.3, where we plot a random 2-D cross-section of our nested uncertainty
sets, gives an impression of the “gaps” in this chain.

4.3.6.2 lllustration Il

In this illustration, which is a continuation of Example 4.2.9, we use the above
approximation schemes to build safe approximations of the ambiguously chance
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-g0t ! ! ! |_ |_

Figure 4.4 Optimal values of various approximations of (4.3.29) with L = 128 vs. e.
From bottom to top:
— Budgeted and Ball-Box approximations
— Bernstein approximation
— Bridged Bernstein-CVaR approximation, d = 11, T' =8
— CVaR-approximation
— Opt™(e)

constrained problem

L
Opt(€e) = ma : a Prob{zy + >0t <ez1=...=2, =1
pt(e) =m x{zo (Pl’?Pf)ep rob{zg ;Qz@ }<ez zr }

(4.3.29)
where, as before, P is the set of L-element tuples of probability distributions sup-
ported on [—1,1] and possessing zero means. Due to the simplicity of our chance
constraint, here we can build efficiently the CVaR-approximation of the problem.
Moreover, we can solve exactly the chance constrained problem

L
Opt™(€) = max {zo : Icnag](Prob{zo + Z@ze >0} <ez=..=z = 1}

=1
where U is the uniform distribution on the vertices of the unit box {¢ : ||(l < 1};
this is in fact problem (P) from Example 4.2.9. Clearly, Opt™ (¢) is an upper bound
on the true optimal value Opt(e) of the ambiguously chance constrained problem
(4.3.29), while the optimal values of our approximations are lower bounds on Opt(e).
In our experiment, we used L = 128. The results are depicted in figure 4.4 and are

displayed in table 4.1.
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problem (4.3.29). Opt;(€) through Opt (¢) are optimal values of the Ball, Ball-
Box (or, which in the case of (4.3.29) is the same, the Budgeted), Bernstein,
Bridged Bernstein-CVaR and the CVaR approximations, respectively. Num-
bers in parentheses in column “Opty (€)” refer to the conservativeness of the
CVaR-approximation as compared to Opt™ (), and in remaining columns to the
conservativeness of the corresponding approximation as compared to the CVaR
approximation.

4.4 MAJORIZATION

One way to bound from above the probability
L
Prob {Zo + Z 2¢Co > O}
=1
for independent random variables (; is to replace (; with “more diffused” random
variables & (meaning that the probability in question increases when we replace (;
with &) such that the quantity Prob {zo + XL: 20€0 > O}, (which now is an upper

=1
bound on probability in question), is easy to handle. Our goal here is to investigate

the outlined approach in the case of random variables with symmetric and unimodal
w.r.t. 0 probability distributions.

In contrast to chapter 2, where an unimodal w.r.t. 0 random variable was
defined as a variable with probability density that is nondecreasing on R_ and
nonincreasing on R, now it is convenient to allow the variable to take the value
0 with a positive probability. Thus, in what follows a symmetric and unimodal
w.r.t. 0 probability distribution P on the axis is a distribution given by P(A)
J4p(s)ds + 6(A), where A is a measurable subset of R, p(-) > 0 is an even and
nonincreasing on R function such that [ p(s)ds <1, and 6(A) is either 1— [ p(s)ds
or 0 depending on whether or not 0 € A. We call p(-) the density of P, and say
that P is regular if p(-) is a usual probability density, that is, [p(s)ds = 1 (or
equivalently, there is no nontrivial probability mass at 0).

[ e T OptT(e ] Opty () [ Optry(e) [ Opty(e) | Opty(e) [ Opty () |
1012 | —76.00 | —78.52 (—3.3%) | —78.88 (—0.5%) | —80.92 (—3.1%) | —84.10 (—7.1%) | —84.10 (—7.1%)
10711 || —74.00 | —75.03 (—=1.4%) | —75.60 (—0.8%) | —77.74 (—3.6%) | —80.52 (—7.3%) | —80.52 (—7.3%)
10710 || —70.00 | —71.50 (—=2.1%) | —72.13 (—0.9%) | —74.37 (—4.0%) | —76.78 (=7.4%) | —76.78 (—7.4%)
1072 || —66.00 | —67.82 (—2.8%) | —68.45 (—0.9%) | —70.80 (—4.4%) | —72.84 (—7.4%) | —72.84 (—7.4%)
1078 || —62.00 | —63.88 (—=3.0%) | —64.49 (—1.0%) | —66.97 (—4.8%) | —68.67 (—7.5%) | —68.67 (~7.5%)
10°7 || —58.00 | —59.66 (—2.9%) | —60.23 (—1.0%) | —62.85 (—5.4%) | —64.24 (—7.7%) | —64.24 (—=7.7%)
10-6 || —54.00 | —55.25 (—=2.3%) | —55.60 (—0.6%) | —58.37 (=5.7%) | —59.47 (—7.6%) | —59.47 (—7.6%)
1075 || —48.00 | —49.98 (—4.1%) | —50.52 (—1.1%) | —53.46 (—7.0%) | —54.29 (—8.6%) | —54.29 (—8.6%)
1074 || —42.00 | —44.31 (=5.5%) | —44.85 (—1.2%) | —47.97 (—8.3%) | —48.56 (—9.6%) | —48.56 (—9.6%)
1073 || —34.00 | —37.86(—11.4%) | —38.34 (—1.2%) | —41.67(—10.1%) | —42.05(—11.1%) | —42.05(—11.1%)
1072 || —26.00 | —29.99(—15.4%) | —30.55 (—1.9%) | —34.13(—13.8%) | —34.34(—14.5%) | —34.34(—14.5%)
10-1 || —14.00 | —19.81(—41.5%) | —20.43 (—3.1%) | —24.21(—22.2%) | —24.28(—22.5%) | —24.28(—22.5%)

Table 4.1 Comparing various safe approximations of the ambiguously chance constrained
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In what follows, we denote the family of densities of all symmetric and uni-
modal w.r.t. 0 random variables by P, and the family of these random variables
themselves by II

If we want the outlined scheme to work, the notion of a “more diffused”
random variable should imply the following: If p,q € P and ¢ is “more diffused”
oo o0

than p, then, for every a > 0, we should have [ p(s)ds < [ ¢(s)ds. We make this
requirement the definition of “more diffused”:

Definition 4.4.1. Let p,q € P. We say that ¢ is more diffused than p (nota-
tion: ¢ = p, or p =y q) if

o0 oo

VYa > 0: P(a) := /p(s)ds < Q(a) := /q(s)ds.
When &,7n € II, we say that 5 is more diffuse than ¢ (notation: n >y, &), if the
corresponding densities are in the same relation.

It is immediately seen that the relation >, is a partial order on P; this order
is called “monotone dominance.” It is well known that an equivalent description of
this order is given by the following

Proposition 4.4.2. Let 7,0 € 11, let v, ¢ be the probability distribution of #
and the density of 6, and let u, p be the probability distribution and the density of
7. Finally, let M, be the family of all continuously differentiable even and bounded
functions on the axis that are nondecreasing on R;. Then 6 =, 7 if and only if

/f )dv(s /f Ydp(s)ds Vf € M, (4.4.1)
same as if and only if
/f(s) s)ds > /f s)ds Vf € M. (4.4.2)

Moreover, when (4.4.1) takes place, the inequalities in (4.4.1), (4.4.2) hold true for
every even function on the axis that is nondecreasing on R .

For the proof, see section B.1.5.

Example 4.4.3. Let £ € II be a random variable that is supported on [—1, 1], ¢ be
uniformly distributed on [—1,1] and n ~ AN(0,2/7). We claim that £ <m ¢ <m 7.

Indeed, let p() q(-) be the densities of random variables 7,0 € II. Then the
functions P(¢ fp )ds, Q(t) f q(s)ds of t > 0 are convex, and m <, 0 iff P(t) < Q(¢)

for all ¢t > 0. Now let 7 € II be supported on [—1,1] and 6 be uniform on [-1,1].
Then P(¢) is convex on [0,00) with P(0) < 1/2 and P(¢t) = P(1) = 0 for ¢ > 1, while
Q(t) = 2 max[l —¢,0] when ¢ > 0. Since Q(0) > P(0), Q(1) = P(1), P is convex, and Q
is linear on [0, 1], we have P(t) < Q(t) for all ¢ € [0, 1], whence P(t) < Q(t) for all ¢ > 0,
and thus 7 <, 6. Now let 7 be uniform on [—1, 1], so that P(¢) = 5 max[1 —¢,0], and 6 be

1
3 max[1
N(0,2/7), so that Q(t) is a convex function and therefore Q(t) > Q2( 0)+Q'(0)t =(1-¢)/2
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for all ¢ > 0. This combines with Q(¢) > 0, ¢ > 0, to imply that P(t) < Q(¢t) for all ¢ > 0
and thus m <y, 6.

We start with the following observation:
Proposition 4.4.4. One has
(i) If &, € I0, A is a deterministic real and n =, £, then An =, AE.

(ii) If &,&,m,7 € II are independent random variables such that n >, &,
72m &, then § + € €L n+7 € Mand 1+ 17 =m £ +&.

For the proof, see section B.1.5.
As a corollary of Proposition 4.4.4, we get our first majorization result:

Proposition 4.4.5. Let zy < 0, 21, ..., z;, be deterministic reals, {¢,}Z_, be
independent random variables with unimodal and symmetric w.r.t. 0 distributions,
and {n,}}_, be a similar collection of independent random variables such that
Ne =m Ce for every £. Then

L L
Prob{zy + Z zeCe > 0} < Prob{zg + Z zeme > 0}, (4.4.3)
(=1 (=1
If, in addition, n, ~ N(0,0%), £ = 1,..., L, then, for every € € (0,1/2], one has

L

L
> 0222 <0 = Prob{z+ Y (oze >0} <, (4.4.4)
=1 (=1

zo + Erflnv(e)

where ErfInv(-) is the inverse error function (2.3.22).

Proof. By Proposition 4.4.4.(i) the random variables Zg = z¢Co and Ny = zeme
are linked by 7y =, (¢. This, by Proposition 4.4.4.(ii), implies that

L L
Be=> fmm =Y G

=1 =1
The latter, by definition of >, implies that

L ~
Prob{zo + > 2z¢Ce > 0} = Prob{¢ > |20|} < Prob{f > |z0|}
=1

L
= Prob{zo + >_ zene > 0}.
=1

The concluding claim in Proposition 4.4.5 is readily given by the fact that under
L

the premise of the claim we have ) ~ N(0, > 0222). O
=1

Relation (4.4.4) seems to be the major “yield” we can extract from Proposition

4.4.4, since the case of independent N (0, 03) random variables 7 is, essentially, the
L

only interesting case for which we can easily compute Prob{zo + Y z¢n, > 0} and
=1

L
the chance constraint Prob{zg + > zmy > 0} < e for € < 1/2 is equivalent to an
=1
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explicit convex constraint, specifically,

L
zo + ErfInv(e) Z o722 <0. (4.4.5)
=1

Comparison with Proposition 2.4.1. Assume that independent random vari-
ables ¢, € II, £ = 1,...,L, admit “Gaussian upper bounds” 7, =, (; with
ne ~ N(0,02). Then ( satisfies assumptions P.1-2 from section 2.4 with the pa-
rameters u}t =0, 0y.

Indeed, all we should prove is that if =, ¢ and n ~ N(0,0?), then

/exp{ts}d,u(s) < exp{c’t’/2} Vt,
where p is the distribution of . Using the symmetry of p w.r.t. 0, we have

J exp{ts}du(s) = [ cosh(ts)du(s) < [ cosh(ts) \/2170 exp{—s?/(20%)}ds

= eXp{0'2t2/2}7
where “<” is given by Proposition 4.4.2 due to the fact that { <, 7 ~
N(0,0%).

Since ( satisfies P.1-2 with the parameters ,uzt = 0,0y, our previous results, (i.e.,
Proposition 2.4.1) state that

L L
Zat?zg <0] = <Prob {zo + ZZgCg > O} < e) . (4.4.6)
=1

(=1

zo + v/2log(1/€)

The only disadvantage of this result as compared to (4.4.4) is in the fact that

ErfInv(e) < v/2In(1/e).

4.4.1 Majorization Theorem

Proposition 4.4.5 can be rephrased as follows:

Let {¢/}L_, be independent random variables with unimodal and sym-
metric w.r.t. 0 distributions, and {n;}t_, be a similar collection of
independent random variables such that 1, >y, (; for every . Given a
deterministic vector z € RF and zy < 0, consider the “strip”

S={zeRl: |27z < —2}.

Then
Prob{[(1;...;¢L] € S} > Prob{[m;...;n.] € S}

It turns out that the resulting inequality holds true for every closed convex set S
that is symmetric w.r.t. the origin.

Theorem 4.4.6. [Majorization Theorem] Let {(,}£_, be independent random
variables with unimodal and symmetric w.r.t. 0 distributions, and {n}%, be a
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similar collection of independent random variables such that ny =, (, for every ¢.
Then for every closed convex set S C R that is symmetric w.r.t. the origin one

has
Prob{[(1;...;¢L] € S} > Prob{[m;...;nw] € S}. (4.4.7)

For the proof, see section B.1.6.

Example 4.4.7. Let £ ~ N (0,X) and n ~ N(0, ©) be two Gaussian random vectors
taking values in R™ and let ¥ < ©. We claim that for every closed convex set S C R"
symmetric w.r.t. 0 one has

Prob{¢ € S} > Prob{n € S}.

Indeed, by continuity reasons, it suffices to consider the case when © is nondegenerate.
Passing from random vectors £, n to random vectors A&, An with properly defined nonsin-
gular A, we can reduce the situation to the one where © = I and ¥ is diagonal, meaning
that the densities p(-) of £ and g of  are of the forms

p(z) = p1(21)...0n(Tn), (=) = q1(21)-.qn(Tn),

with p;(s) being the N(0,X;;) densities, and g;(s) being the A(0,1) densities. Since
> < 0 = I, we have ¥;; < 1, meaning that p; <m, ¢ for all 4. It remains to apply the

Majorization Theorem.
4.5 BEYOND THE CASE OF INDEPENDENT LINEAR PERTURBATIONS

So far, we dealt with a linearly perturbed chance constraint

L
p(z) = Prob {zo + ZZgCg > 0} <e (4.0.1)

=1
in the case when the random perturbations (i,...,{; are independent. In this
section, we consider the case when the perturbations are dependent and/or enter
nonlinearly the body of the chance constraint.

4.5.1 Dependent Linear Perturbations

Here we remove the assumption that the perturbations in (4.0.1) are independent.
Instead, we make the following

Assumption S: All our a priori information on the distribution of
reduces to knowledge of some sets Py, £ =1, ..., L, in the space of prob-
ability distributions with well defined first moment on the axis such
that the distributions Py of (; belong to the respective sets. In partic-
ular, we know nothing about the structure of dependence between the
perturbations (1, ..., (L.
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We want to build a safe convex approximation of the ambiguous version of (4.0.1)
associated with Assumption S, which is the constraint

Whenever the marginal distributions P, of ( = [(1;...;(r] belong to
Py, £ =1,..., L, one has (4.5.1)

Prob {zo + ZeL:1 2eCo > 0} <e.

To this end, we can use an approach similar to the one in section 4.2, specifically,
as follows. Assume that we can point out functions 7(-) on the axis such that

(@) y(u) = gy ve(ue) > 0Vu € RE
(b) 20+ S0 upze > 0= y(u) > 1.
Then clearly p(z) < E{v({)}, so that the condition
E{v(()} =

is a sufficient condition for the validity of (4.0.1). Now, an evident necessary and
sufficient condition for the validity of (4.5.2.a) is

(4.5.2)

L

inf >0 4.5.3
> inf veue) >0, (45.3)

while an evident sufficient condition for the validity of (4.5.2.b) is

RL
ue =1

L
IA>0: inf {)\('y(u) —1)—z20-Y_ Zgw} > 0. (4.5.4)

These observations pave the road to the following.

Theorem 4.5.1. If z can be extended to a feasible solution of the system
Al
|:1 T:|EO’ ZKL:15£Z)\+207

S sup [ max|0, zgs 4 Be]dPi(s) < Ae
PyePy

(4.5.5)

of convex constraints in variables z, A, B¢, 7, then z is feasible for the ambiguous
chance constraint (4.5.1) associated with Assumption S. Thus, (4.5.5) is a safe
convex approximation of (4.5.1); this approximation is tractable, provided that
given zp, B¢, the quantities

sup /Inax[(),zgs + Be]dPe(s), L =1,..., L,
PPy

are efficiently computable.
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Proof. 1°. Observe, first, that the condition

A>0 (a)
Z@ ap >0 (b.l)
aeRLBERENY  (s) >ayVseR (b.2)
(G ) RS (1) (456
AMe(s) > zes+ BeVs € R (c.2)
S Bl <e (@)

is a sufficient condition for the validity of (4.0.1).
Indeed, let ({a, Be}Ey A, {7e(-)}o,) satisfy (4.5.6.a-d), and let

L
Y(u) = ye(ue).
=1

By (4.5.6.b) we have v(-) > 0, and by (4.5.6.a,c), we have
L L
Afy(w) =1 =20 = > zeue > > Be—A—2>0
=1 =1

for all u, whence zg + 25:1 ugzg > 0 = v(u) > 1. According to the reasoning
preceding Theorem 4.5.1, the latter relation along with y(-) > 0 implies that p(z) <
E{v(¢)}, which combines with (4.5.6.d) to imply that p(z) < ¢, as claimed.

20. Now let us prove that the condition (4.5.6) is equivalent to the condition

A>0 (a)
> 000>0 (b.1)
3<9€RL’BERL7)\7)' 0e(s) > 0,Vs €R (b.2) (4.5.7)
{0e(-)} ey C 2Bz A+ 20 (c) [’ o
0¢(8) > zes+ P Vs € R (c.2)
2o B{60(C)} < e (d)
which in turn is equivalent to the condition
A>0 (a)
0, >0 ()
3(6 e RY, B e REN) 200 4.5.8
(OERLAEREN B+ © (8.55)

> o E{max[0s, 2Ce + Be]} < Xe  (d)

Indeed, passing in the condition (4.5.6) from the variables ay, B¢, A, v¢(-) to the
variables 0y = ay), B, A, 0¢(-) = Aye(+), the condition becomes exactly (4.5.7), so
that (4.5.6) and (4.5.7) are equivalent. Now, the conditions (4.5.7.a-d) hold true for
certain 6y, B¢, A, 9¢(+) if and only if these conditions remain true when 6y, B¢, A are
kept intact and d,(-) are replaced with the functions max|[fp, ;s + 5] < d¢(s); since
this transformation can only decrease the left hand side in (4.5.7.d), the condition
(4.5.7) is equivalent to (4.5.8).
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3%, Now note that the condition (4.5.8) is equivalent to the condition
A>0 (a)
FBERM N Y, 8> M+ 2 (e) ¢. (4.5.9)
> E{max(0, z,( + B} < Ae (d)
Indeed, (4.5.9) clearly implies the condition (4.5.8) (set 6y = 0 for all £). Conversely,
assume that (4.5.8) takes place, and let us prove (4.5.9). Observe, first, that we
lose nothing by assuming that 6, in (4.5.8) satisfy >, 6, = 0 rather than >, 0, > 0;
indeed, reducing, say, #; to make the inequality >, 6; > 0 an equality, we clearly do
not violate the validity of (4.5.8.d). Now, assuming that 6, 8, satisfy all relations
in (4.5.8) and ), 6, = 0 and setting 3, = By — 0, we get >, 5, = >, 80 > A+ 2o

d
o Xe > 3, E{max(0s, zCo + Bil} = >, {6 + max]0, 2¢¢, + 5]}
= 22000+ 32 E{max(0, z0( + Bi]} = 32, E{max]0, 20C + 5]},
so that 3, £ =1,...,d, satisfy (4.5.9).

49, As a consequence of 1° through 3%, the condition (4.5.9) is sufficient for
the validity of (4.0.1) for any distribution of ¢ compatible with Assumption S. O

4.5.2 A Modification

The simple idea we have used (its scientific name is “Lagrange relaxation”) can be
utilized in a closely related situation, specifically, as follows. Assume that we are
given a piecewise linear convex function on the axis:

Fls) = max [a; + b;s] (4.5.10)

and we wish to bound from above the expectation

L
F(z)=E {f (Zo +) ZeCe) } ; (4.5.11)
=1

where z is a deterministic parameter vector, ( is a vector of random perturbations,
and all our a priori information on the distribution of ( is as stated in Assumption

S.

Our starting point is the following observation: if a separable Borel function
v(u) = Zle Ye(ug) : RE — R is everywhere > than the function g(u) = f(zo +
ZeL:1 zouyg), then the quantity ZeL:1 E{v¢({¢)} is an upper bound on F(z):

F(z) < @[f2] = inf {25_1 sup / 'yg(Ug)dPg(w)}
T = {y(w) = ooy yelue) : v(u) 2 f(z20 + S, zeue) Yu}

This leads to the following result:

(4.5.12)
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Theorem 4.5.2. Relation (4.5.12) can be rewritten equivalently as
F(z) < ©[f(), 2]

L
L = .
~ inf Z sup max [a[]- n ij[U[] dPg(Ug) : Zzz:l Qej = aj + bJZO7 ) (4.5.13)
{eg} | =1 PP, J 159 1<j<J

The right hand side of the latter relation is a convex function of z, and this function
is efficiently computable provided that we can compute efficiently the quantities of
the form

sup /ge(w)dpe(“l)

P,ePy

associated with piecewise linear convex functions gy(-) with at most J explicitly
given linear pieces.

Proof. 1°. Observe, first, that

L
D im1 ey = aj + bjzo,

1<j<J
T, = = i< -7 = 4.5.14
zg:’ﬂ(ul) {aej}iéféi Ye(ug) > oy + bjzeug Yug, ( )
1<i<L1<j5<J
Indeed, we have
L
Z 7@(“@) € Fz
=1
L L
& Vi< J: Y v(ue) > aj+ b, [zo + > Z[U,e:| Yu
=1 i=1
L
& Vi< J: Y [ye(ue) — bjzeug) > a; + bjzo Vu
=1 .
. api > a; +biz
& Vi<JHaytk, ST T
’Yé(uf) > Qg; + ijgUg Vue, 1 << L
as required in (4.5.14).
20, We claim that
L
- L e . D1 Q5 > aj + bjizo,
= (nf ) e sup [ max faeg + bizeue dPe(ue) 1<j<J
(1.5.15)

Indeed, by 1° the inf in the right hand side of (4.5.12) remains intact when we
restrict the domain of minimization to functions ~(u) of the form
L

E max o + bizpu
leéng[ £j JZZ]

with ay; satisfying the constraints in (4.5.15).

3°. Finally, we claim that the inequality constraints in (4.5.15) can be replaced
with equalities without affecting the inf in the right hand side of (4.5.15), so that
(4.5.15) is equivalent to (4.5.13), which would complete the proof.
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The claim is evident: given a feasible solution to the optimization problem
in the right hand side of (4.5.15), we can decrease appropriately the variables
Qa11,..-,a1y in order to make all the constraints equalities; clearly this transfor-
mation can only decrease the value of the objective of the problem in question.
O

To proceed, we need the following simple observation:

Proposition 4.5.3. The functional ®[f(-), z], where f(-) belongs to the family
CL of piecewise linear convex functions on the axis, possesses the following proper-
ties:

(i) @ is well-defined: ®[f,z] depends on f and z, but is independent of a
particular representation (4.5.10) of f as the maximum of a collection of affine
functions;

(ii) [homogeneity] ®[Af, z] = A®[f, z] whenever A > 0;
(ili) [monotonicity] ®[f, z] < ®[g, 2], provided that f < g and f,g € CL;
(iv) [sub-additivity] ®[f + g, z] < ®[f, 2] + g, 2], provided that f,g € CL.

All these facts follow immediately from the fact that ®[f,z] is the optimal
value of the optimization problem in the right hand side of (4.5.12).

The case of P, = {F;}. In the case when all P, are singletons, i.e., the distri-
butions of (, are known exactly, we have the following nice result inspired by a
remarkable paper [46] (in fact we are offering here an alternative proof to the main
result of this paper):

Proposition 4.5.4. The bound ®|[f, z] is unimprovable: for z, Py, ..., Py, fixed,
one can point out a collection of random variables (i,...,{;, with distributions
P, ..., P, such that

L
E{f(20 + Z Ceze)} = @[f, 2] (4.5.16)

{=1

for all convex piecewise linear (and therefore for all convex) functions f(-).

This statement deals with fixed z and Py, ..., Pp; passing from the distributions P,
to distributions P, of random variables z,(, with {; ~ P, and adding distribution
Pr.1 that sits at the point 2y, the situation can be reduced to the one where
z1 =29 =..=2z, =1and zg = 0. In this “normalized” situation, the collection
of random variables (, that makes (4.5.16) valid can be defined by the following
construction from [46]:

As it is well-known, for every Borel probability distribution P(t) =
Prob{¢ < t} of a scalar random variable &, there exists a nonde-
creasing continuous from the left function ¢p(s) on (0,1) (namely,
¢p(s) = inf{t : P(t) > s}) such that the distribution of the random
variable ¢p(v) with v uniformly distributed on (0, 1) is exactly P. Let
¢e(+), £ = 1,..., L, be nondecreasing continuous from the left functions
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on (0,1) that “produce” in this fashion the distributions Py, ..., Pr. The
desired collection of random variables (3, ..., {z, is nothing but

G =m),...C =or(v) (4.5.17)
with v uniformly distributed on (0, 1).

Note that our ¢, are deterministic (and monotone) transformations of a common
random variable ¥ — in a sense, a situation that is completely opposite to inde-
pendence.

For the proof of Proposition 4.5.4 see section B.1.7.

4.5.3 Utilizing Covariance Matrix

Now let us add to (just partial) knowledge of marginal distributions of {, some
knowledge of the covariance matrix of (. Specifically, let us “upgrade” Assumption
S to

Assumption T: All our a priori information on the distribution of
reduces to knowledge of some sets Py, £ =1, ..., L, in the space of prob-
ability distributions on the axis with finite second moment such that
the distributions Py of (; belong to the respective sets, plus knowledge
of certain set V C S% such that V; := E{(¢T} € V.

We want to build a safe convex approximation of the ambiguous version of (4.0.1)
associated with Assumption T, that is, of the constraint

Whenever the marginal distributions P; of ¢ = [(1;...;(r] belong to
Py, £ =1,...,L, and V; €V, one has (4.5.18)

p(z) := Prob {20 + ZZL:1 zeCe > 0} <e

Now we know, to some extent, expectations of functions of { that are more general
than in the previous case, specifically, of functions of the form
L

¢"TC+2) (), T e s™.

=1
We can therefore modify the previous approach as follows: whenever the condition
(@) () =uTTu+230  ve(ue) > 0Vu € RE
(b) 2o+ Yoy ueze > 0= y(u) > 1,
holds, we clearly have p(z) < E{y(()}, so that the condition

E{7({)} <e

is a sufficient condition for the validity of (4.0.1). What remains is to extract from
this condition a safe convex approximation of (4.0.1). We are about to derive such
an approximation under additional restriction that we work only with I' > 0 and
convex Ye(+), £ =1,..., L.

(4.5.19)
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Theorem 4.5.5. If z can be extended to a solution of the system

(@) H Hzo ®) {QAT‘QZOW}EO

. A | 6= L1552 (4.5.20)
© l (0 — 3lzni s 2)T [ 252,80 — A — 20 =0

(d) sup Te(VA) +23", sup [max[B + s, B + Os]dPy(s) < Ae
Vvey PrePy

of convex constraints in variables z, A € S¥, § € RE, g € RE, 0 e RE, B € RE,
A, 7, then z is feasible for the ambiguous chance constraint (4.5.18) associated
with Assumption T. Thus, (4.5.20) is a safe convex approximation of (4.5.18);
this approximation is tractable provided that given A, 3¢, 0y, B¢, 6, the quantities
supy ¢y Tr(VA) and
sup /max[ﬁg + 9[8,[/3\( + ggs]dPg(s), L=1,..L,
PPy
are efficiently computable.
Proof. 1°. Observe, first, that the condition
{8}, ) :
A>0 (
uTAu+2Y",80(ug) > 0Vu € RE (
uTAu+23, 00(ue) — Y, ueze > A+ 20 Vu € R (c
E{CTAC+232,00(Ce)} < Ae (
is a sufficient condition for the validity of the relation p(z) < e.
Indeed, let (X, {6¢(-)}L_,, A) satisfy (4.5.21.a-d). Setting I' = A\71A, ~,(-) =
A1), y(u) = uTTu + 23, ve(ue), we get that v(-) satisfies (4.5.19.a) (by
(4.5.21.0)) and (4.5.19.b) (by (4.5.21.¢)), while E{~(¢)} < € (by (4.5.21.d)).

) (4.5.21)
)

20, Now let A = 0, let ¢¢(-), £ =1, ..., L, be convex real-valued functions on
the axis, and let G(u) = u"Au+2Y", ¢¢(us). We claim that
1) If G(u) > 0 for all u, then
6u(s) = B+ 0is¥(s €RLS L) (a)
L Ly .
3(0 eR", BeR"): [AT 0 ]EO )
0" 12>, 8

2) If condition (4.5.22) takes place then G(u) > 0 for all u, and this conclusion
is valid independently of the convexity of ¢,(-) and the assumption A > 0.

(4.5.22)

To prove 1), let G(-) > 0. By evident reasons, the convex problem min G(u)

has a solution u*, and from optimality conditions there exist 6y € J¢;(uj) such
that Au* + 60 = 0. Setting 8, = ¢¢(u;) — Oeu;, consider the quadratic form

@(u) =uTAu+2 Z[ﬁg + o).
¢
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By construction, G is convex, has zero gradient at u* and G(u*) = G(u*) > 0, so
that G(-) > 0, and therefore (4.5.22.0) takes place. Due to the convexity of ¢¢(-)
and the origin of 6, B, (4.5.22.a) holds true as well. 1) is proved.

To prove 2), let G(u) = uT Au+2 3 [Br+0,us]. We have G(-) > 0 by (4.5.22.b)
¢

and G(-) < G(-) by (4.5.22.a), whence G(-) > 0.

3°. We are ready to complete the proof. Assuming that (4.5.20) takes place,
let us set G(u) = u” Au+2Y", max[Be+0ouy, Be+08us]. Invoking 2°.2), this function
is > 0 everywhere (by (4.5.20.b)) and satisfies the relation G(u) — Y, usze > XA+ 29
for all u (by (4.5.20.¢)). By (4.5.20.d) we have E{G({)} < Xe. Finally, (4.5.20.a)
implies that A > 0. These relations combine with 1° to imply that p(z) < e. O

4.5.4 lllustration

Let us compare the performance of the various approximations suggested by our
developments using the following simple chance constrained problem

10
Opt(€) = max {t : Prob {CIO = ZQ > t} >1- e} . (4.5.23)
=1

9

The “cover story” might be as follows:

You have a portfolio with unit investments in every one of 10 assets.
The yearly return for asset #¢ is (;. You should find the Value-at-Risk e
of the portfolio, that is, the largest ¢ such that the value of the portfolio
in a year from now is < t with probability at most e.

Our setups are as follows:

e the returns (; are log-normal random variables of the form

Co = exp{pe + oeeg n},
where g is the deterministic trend (expected log of the return (), op > 0
is the deterministic variability of the log of the return, n ~ N (0, I,;,) is the
vector of random factors, common for all returns, underlying the actual values
of the returns and ey are m-dimensional deterministic unit vectors indicating
how the factors n affect individual returns.

e we consider two sets of the data:

Datal : py =0, =1In(1.25),¢=1,..,10,m =1,e, =1, £ =1,...,10 (that is,
the returns are equal to each other).
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Datall : oy, j¢ are as in Datal, and the e are the rows of the following matrix:

[ 0.7559 —0.1997 0.6235 7
0.2861 —0.8873 0.3616
—0.9516 0.2221 —0.2124
—0.5155 —0.8472 —0.1286
0.9354 0.2621 —0.2374
—0.7447 —0.3724 0.5538
—0.9315 —0.2806 0.2316
0.0721 0.3435 0.9364
0.2890 —0.8465 0.4472

L —0.9159 0.4003 —0.0292

The numerical results are shown in tables 4.2, 4.3. The notation in the tables is as
follows:

e Bound A is the one given by Theorem 4.5.1;
e Bound B is the one given by Theorem 4.5.5;

e Bound C is the “engineering bound”
Opt = E{¢'"} — Erflnv(e)StD{¢*}

built as if the random variable ¢!° were Gaussian, (note that in contrast to
Bounds A, B that provably underestimate Opt(e), Bound C can overestimate
this quantity);

e Bound D is the empirical lower € quantile of the distribution of », {, com-
puted over 1,000,000 realizations of ¢'°.

Probabilities in the tables are empirical probabilities computed over 10° realizations
of 0. For the case of Datal, it is easy to compute the true value of Opt(e), and
we provide it in table 4.2. As it could be guessed in advance, utilizing covariances
does not help in the case of “degenerate” data Datal (rows “Bound A” and “Bound
B” in table 4.2); good news is that it helps significantly in the case of Datall. We
see also that the “engineering” bound C on our data is safe and most of the time
outperforms the bounds A, B; it is, however, worse than these bounds on Datal
with “small” e.

4.5.5 Extensions to Quadratically Perturbed Chance Constraints

Consider next a chance constrained version of the randomly perturbed quadratic
inequality

L
p(W,w) = Prob {gTwc +2 Zgwg + wy > 0} <e (4.5.24)

=1
in variables z = (W, w) € S¥ x RE*! (¢ € RE being random perturbations.
We start with the case when all we know about ( is that the distributions of

(¢ belong to given families Py, £ = 1,..., L. Exactly the same reasoning as in the
proof of Theorem 4.5.5 yields the following results.
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€

0.100 | 0.050 | 0.010 [ 0.005
\
\

| Bound A | 8484 ] 7.915] 6.912] 6.570 |
| Prob{¢'® < Bound A} | 0.0413 | 0.0190 | 0.0040 | 0.0020 |
Bound B 8.484 [ 7.915 ] 6.912[ 6.570
Prob{¢!” < Bound B} | 0.0413 | 0.0190 | 0.0040 | 0.0020
Bound C 9.104 | 8.052 ] 6.079 [ 5.357
Prob{¢™” < Bound C} | 0.0777 [ 0.0230 | 0.0006 | 0.0001
| Bound D | 9.389 | 8.656 | 7.445| 7.040 |
| Opt(e) | 9.394 ] 8.669 | 7.449 | 7.044 |

Table 4.2 Results for Datal.

€

0.100 | 0.050 | 0.010 [ 0.005
Bound A 8.484 [ 7.915] 6.912] 6.570
Prob{¢!® < Bound A} | 0.0000 | 0.0000 | 0.0000 | 0.0000
Bound B 10.371 [ 9.823 [ 8.289 [ 7.471
Prob{¢'® < Bound B} | 0.0020 | 0.0000 | 0.0000 | 0.0000
Bound C 11.382 ] 10.976 | 10.213 | 9.934
Prob{¢!® < Bound C} | 0.0810 | 0.0267 | 0.0008 | 0.0001

[ Bound D | 11.478 [ 11.185 [ 10.702 | 10.545 |

Table 4.3 Results for DataIl.

Theorem 4.5.6. Let ( satisfy Assumption S and let all distributions form the
sets Py, £ =1,..., L, possess finite second moments. Then the condition

0 € RY, B e RE) A,
0 cRL,BeRE, e RE
Al Diag{u}‘ 0
- =0
S [P ] -
Diag{u} — W ‘ 0 — [wy;..;wp]
[0 — [wiswe]]” [ 25,8 —A—wo |

~

25:1 sup [ [/,L(SZ + 2max|[Be + 0¢s, Be + 5@8]]6”3((8) < Xe
PyePy

(4.5.25)

is sufficient for the validity of the ambiguous chance constraint

“Whenever the distributions P, of (; belong to Py, 1 < ¢ < L, one has
Prob {CTWC + 2252111)[([ + wp > 0} <e”
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Theorem 4.5.7. Let ( satisfy Assumption T. Then the condition
0 e R, 3 e RN, 7T,
9 cRE,BeRE, A eSE

{ i\ i } =0 [GAT‘{ZE,W} =0 (4.5.26)

A-W ‘ 0 — [wy;...;wg] -0
[0 [wi; s w]]T |25, Be—A—wo |~

sup Tr(VA) + 235 sup [ max[B; + Ops, Be + Oes]dPu(s) < Ae
Vev PeePy

is sufficient for the validity of the ambiguous chance constraint

“Whenever the distributions P, of (; belong to Py, 1 < ¢ < L, and V¢ :=
E{¢¢T} € V, one has Prob {CTWC + 25 wiCe + wo > 0} <e”

4.5.5.1 Refinements in the case of Gaussian perturbations.

Now assume that ¢ ~ N(0, ). Let
FW,w) = wy— %lnDet(I —2W) + 20T (1 — 2W) " wy; ... wy)
Dom F = {(W,w) € St x REFL: 2W < [}
Our interest in this function stems from the following immediate observation:
Lemma 4.5.8. Let ¢ ~ N(0,1), and let
&= €W = CTWC + 2w o wi]TC + w.
Then In (E {exp{¢""*}}) = F(W,w).

(4.5.27)

Applying the Bernstein approximation scheme (section 4.2), we arrive at the fol-
lowing result:

Theorem 4.5.9. Let
(B, W,w) = BEBH(W,w))
= {— 3 InDet(I —287'W)

+26872[wy; . wr )T (I — 287 W)~ Huwy; ..;w] | + wo,
Dom ® = {(3,W,w) : 8> 0,2W < B},

Ze = {(W,w):38>0: (8, W,w) + Bln(1/e) <0},
Z. = clZz?.
(4.5.28)
Then Z. is the solution set of the convex inequality
HW,w) = ﬁinf{’) [®(3, W,w) + B1n(1/€)] < 0. (4.5.29)
>

If ¢ ~ N(0, ), then this inequality is a safe tractable approximation of the chance
constraint (4.5.24).
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For the proof, see section B.1.8.

Application: A useful inequality. Let W be a symmetric L x L matrix and w
be an L-dimensional vector. Consider the quadratic form

f(s)=sTWs+2w's,

and let ¢ ~ N(0,1). We clearly have E{f({)} = Tr(W). Our goal is to establish a
simple bound on Prob{f(¢) — Tr(W) > ¢}, and here is this bound:

Proposition 4.5.10. Let A be the vector of eigenvalues of W. Then
Y > 0 : Probeoo.n {[g W+ 20T¢] — Te(W) > QVATA + wlw
Q2 /3T AtwTw } (4.5.30)

< _
= &P { 4(2\/>\T)\+wTw+H)\HOCQ)
(by definition, the right hand side is 0 when W = 0, w = 0).

Proof. The claim is clearly true in the trivial case of W = 0, w = 0, thus
assume that f is not identically zero. Passing to the orthonormal eigenbasis of W,
we can w.l.o.g. assume that W is diagonal with diagonal entries Ay, ..., A\p. Given

Q >0, let us set s = QVATA + wTw and let

S

TT 207N + wlw) + Mws)’
so that
dy(ATX + wlw)
O<~y&2W<T & ——— ——~ =5, 4.5.31
Ten N PV (4531

Applying Theorem 4.5.9 with wg = —[Tr(W) + s| and specifying 5 as 1/, we get
Prob{f(¢) > Tr(W) + 5}
< exp {—’ys +yL (—l In(1 — 29X + 2 e 7)\@)}
<exp{775+zé L (2

(1 2 + 25l 7)%)}
[since In(1 — §) + 125 > In(1) = 0 by the concavity of In(-)]
2 w 2 T wTw
= eXp{ ¥+ 0 (271“5%/))} < exp {—78 + %ﬂum)}
<exp{—%
by (4.5.31)] .

Substituting the values of v and s, we arrive at (4.5.30). 0

Application: Linearly perturbed Least Squares inequality. Consider a
chance constrained linearly perturbed Least Squares inequality

Prob {||A[z]¢ + b[z]||2 < c[z]} > 1 —, (4.5.32)
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where A[z], b[z], c[z] are affine in the variables z and ¢ ~ A(0,I). Taking squares
of both sides in the body of the constraint, this inequality is equivalent to
U, u,ug :
{ U ‘ u” ] . { AT [z] Alz] ‘ AT [z]b[x] }
— L 0Tl Al] | b elbla] — *[2] |7
Prob {CTUC +2 ZZL:1 ugCo + ug > O} <e.

’U,‘UO

Assuming c[x] > 0, passing from U, u variables to W = ¢ ![z|U, w = ¢~ }[z]u, and

dividing both sides of the LMI by ¢[x], this can be rewritten equivalently as

I(W, w, wo) :
w wl ~Lz][Alz], b[z]] T [Alx], bl
] et b)) i)

Prob {Q“TWC + 22521 weCyp + wo > 0} <e

The constraint linking W, w and z is, by the Schur Complement Lemma, nothing
but the Linear Matrix Inequality

w [wy;..;wr] | AT[x]
[wy,...,wr] | wo+clx] | bT[z] | = 0. (4.5.33)
Alz] b[x] clx)I

Invoking Theorem 4.5.9, we arrive at the following

Corollary 4.5.11. The system of convex constraints (4.5.33) and (4.5.29) in
variables W, w, x is a safe tractable approximation of the chance constrained Least
Squares Inequality (4.5.32).

Note that while we have derived this Corollary under the assumption that
c[x] > 0, the result is trivially true when c[z] = 0, since in this case (4.5.33) already
implies that A[z] = 0, b[z] = 0 and thus (4.5.32) holds true.

4.5.6 Utilizing Domain and Moment Information

We proceed with considering the chance constraint (4.5.24), which we now rewrite
equivalently as

Prob{ AW, w; () > 0} <,

where
AW, wiu) = [u; 1] Z[W, w][u; 1], ) (4.5.34)

In contrast to what was assumed in the previous subsection, now we make the
following assumptions:

R.1) We have partial information on the expectation and the covariance
matrix of (, specifically, we are given convex compact set V C Si“ that
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sl

Note that the matrix in question is E{[¢; 1][¢; 1]*} and is therefore > 0;
besides this, (V¢)r+1,0+41 = 1. This is why we lose nothing by assuming
that V C SI™ and that V41 41 =1 forall V e V.

contains the matrix

R.2) ( is supported in a known set U given by a finite system of
quadratic (not necessarily convex) constraints:

U={ueR": fij(u) = [u;1)]T4;[u;1] <0, j = 1,...,m},
where A; € SEFL,
We are about to build a safe tractable approximation of the chance constraint
(4.5.34), and our strategy will combine the approach we have used when building

Bernstein and CVaR approximations with Lagrange relaxation (see p. 112) and is
very close to the strategy developed in [18]. Specifically, given a quadratic form

h(u) = u" Pu+2pTu+r = [u;1]" [piT‘%] [u; 1]

—_——
H

on RE*! assumption R.1 allows us to bound from above the expectation of h(():
E{h(¢)} =Tr(HV;) < r&l&\)}(Tr(HV).
€
Now assume that h(-) is nonnegative everywhere on U and is > 1 at every u €
U\Q[W, w], where
QW,w] = {u € RY : A(W,w;u) <0}
Then h(u) everywhere in U is an upper bound on the characteristic function of the
set U\Q[W, w]; since ( is supported in U, we have essentially proved the following
Lemma 4.5.12. Let H[W, w] be the set of all symmetric matrices H € SL+!
such that
(@) [u;1)TH[u;1] > 0Vu € U
(b) inf { — AW, w;u) : [u; UT[H — E[u; 1] < 0} >0,

uelU
E= Lt
[JW es

p(W,w) = Prob{A(W,w;¢) >0} < inf ¢(H),
HeEH[Wu] (4.5.36)
Y(H) = r‘pg‘);(Tr(HV).

(4.5.35)

where

Then

Proof. Let H € H[W,w] and h(u) = [u;1]TH[u;1]. By (4.5.35.a) we have
h(u) > 0 for all w € U. Besides this, by (4.5.35.0), if u € U\Q[W,w], that is, if
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—A(W,w;u) < 0, we have h(u) — 1 = [u;1]7[H — E][u;1] > 0; thus, h(u) > 1
everywhere on U\Q[W,w]. It follows that

p(W,w) < E{h(Q)} = Te(HV;) < max Te(HV).

Thus,
VH € H[W,w] : p(W,w) < ¢(H),

and (4.5.36) follows. O

Our local goal is to extract from Lemma 4.5.12 a safe tractable approximation
of (4.5.34).

Observe, first, that by evident reasons one has

INERY : H+ Y M\A; = 0| = H satisfies (4.5.35.a) (4.5.37)
j=1

and

<H(MERT,7>O):W(H—E)—Z[I/V,w]—k > A =0
j=1

(4.5.38)
= H satisfies (4.5.35.0).
Essentially, we have established the following:
Proposition 4.5.13. The condition
AP, v, p, 7y, T :
(al) P+ ,vj4; =0 (a.2) v>0
(b1) P—E—ZW,wl+3,u4; =0 (b2) p>0 (4.5.39)
(©) ¥(P) = maxTx(PV) < 7e @ [ =0

is sufficient for (W, w) to satisfy the chance constraint (4.5.34) and thus defines a
safe convex approximation of the constraint. This approximation is computationally
tractable, provided that () is efficiently computable.

Proof. Consider the condition
I(H e SEFTNERT, peRT,y>0):

H+330A4; =0 (a)
V(H - E) = ZIW,w] + ¥, 1;4; = 0 (b) (4.5.40)
7 max Te(VH) —7e <0 ()

We claim that this condition is sufficient for the validity of the chance constraint
(4.5.34).

Indeed, let (H,A > 0,u > 0,7 > 0) satisfy the relations in (4.5.40). By
(4.5.40.a) and due to (4.5.37), H satisfies (4.5.35.a). By (4.5.40.b) and due to
(4.5.38), H satisfies (4.5.35.b). Combining Lemma 4.5.12 and (4.5.40.c), we derive
from these observations that p(W, w) < ¢, as claimed.
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To complete the proof, it remains to show that (4.5.40) is equivalent to
(4.5.39). Indeed, let (H,A > 0, > 0,7 > 0) be such that the conditions (4.5.40.a-
¢) take place. Let us set P = yH, v = v\, 7 = 1/v. Then (P,v,u,,7) clearly
satisfies (4.5.39.a,b,d). Since ¢ clearly is homogeneous of degree 1, (4.5.39.c) is
satisfied as well. Vice versa, if (P,v,u,7,7) satisfies (4.5.39.a-c), then v > 0 by
(4.5.39.d); setting H = y~'P, A = v~!v and taking into account that 1 is homo-
geneous of degree 1, we have A > 0, > 0,7 > 0 and (H, \, u, y) satisfies (4.5.40).
Thus, conditions (4.5.40) and (4.5.39) are equivalent. O

Approximation in Proposition 4.5.13 admits a useful modification as follows:

Proposition 4.5.14. Given € > 0, consider the chance constraint (4.5.34) and
assume that

Prob {¢ : [¢; UTA;¢G1)<0,5 =1, omp>1-46
for some known d € [0,¢€]. Then the condition
3Py, 7y, T :
(a) P>0
(b1) P—~E—Z[W,w]+ 5, mA; =0 (b2) p=>0 (4.5.41)

() w(P)=maxTa(PV) <rfe—d]  (d) [%} >0

is sufficient for (W, w) to satisfy the chance constraint (4.5.34).

Proof. Let (P, u,~, 7, W,w) be a feasible solution to (4.5.41.a—d); note that
v >0 by (4.5.41.d). Setting H = v~ P and taking into account that v is homoge-
neous of degree 1, we have

h(u) = [u; 1) Hlu, 1] > 0Vu [by (4.5.41.a)]
weG={u:[u;1)TA;u;11 <0, 1 <j<m}

S [ )7 ZIW, wl[u51] < A[h(w) — 1] by (4.5.41.0)
max Tr(HV) <e—39§ [by (4.5.41.c)]

The first and the second of these relations say that the function h(u) is everywhere
nonnegative and is > 1 whenever u € G is such that [u;1]TZ[W,w][u;1] > 0.
Denoting by x(-) the characteristic function of the set G\ {u : [u; 1]T Z[W, w][u; 1] <
0}, we therefore have x(u) < h(u) for all u. It follows that

Prob{¢ € G & [¢; 1T Z[W,w][¢:1] > 0} = E{x(Q)} < E{h(()} = Tx(H V)

<maxTr(HV) <e—4,

vey

whence

Prob{[¢; 1]TZ[W,w][¢; 1] > 0} < Prob{¢ € G & [¢;1]T Z[W,w][¢;1] > 0}

+Prob{( € G} < (e—0)+ 6 =¢e.

O

Basic properties of the approximation (4.5.39). These properties are as
follows.
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1. The approximation “respects invertible affine transformations.” Specifically, let
the random perturbations ( and 1 be linked by ( = Rn + r with deterministic R, r
and nonsingular R. Then the chance constraints

(a) p(W,w) = Prob{[¢; 17 Z[W,w][¢; 1] > 0} < e
(b) PW,®) = Prob{[n; 1" Z[W, @][n; 1] > 0} <,

ZIW, @) = [%]TZ[W,M] [ R : } (4.5.42)
—_——

R
are equivalent to each other, and information on ¢ given in assumptions R.1-2
induces similar information on 7, namely,

(@) Vy=E{nn1"}eV={RWRT:VeV}
(b)  Prob{[n; 1JTA;[n;1] > 0} = 0,5 =1, ..., m, (4.5.43)
where A\j = RTA]'R.
It is easily seen that the approximations, given by Proposition 4.5.13, of the chance
constraints (4.5.42.a,b) are also equivalent to each other: whenever the approx-
imation of the first chance constraint says that a pair (W, w) is feasible for it,
the approximation of the second chance constraint says that the pair (W, @) corre-

sponding to (W, w) according to (4.5.42) is feasible for the second chance constraint,
and vice versa.

2. Observe that given a system of quadratic inequalities defining U, we can al-
ways add to it linear combinations, with nonnegative coefficients, of the original
quadratic inequalities and identically true ones. Such a “linear extension” of the
original description of U results in a new approximation (4.5.39) of (4.5.34). Tt
turns out that our approximation scheme is intelligent enough to recognize that
such linear extension in fact adds no new information: it is easily seen that when-
ever (W, w) can be extended to a feasible solution of the system of constraints in
(4.5.39) corresponding to the original description of U, (W, w) can be extended to
a feasible solution to the similar system associated with a linear extension of this
description, and vice versa.

3. The approximation is intelligent enough to recognize that probability is always
< 1: the condition (4.5.39) with € > 1 is always satisfied.

4. Consider the case when the body of (4.5.34) is linearly perturbed: W = 0, and,
in addition, V = {V,} is a singleton, and ¢ is centered: V; = [L‘T] In this

case, assuming that wy < 0, we can bound the probability

L
p(0,w) = Prob {[¢;1]" Z[0,w][¢; 1] > 0} = Prob {22@}% + wp > 0}

p=1
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by Tschebyshev inequality. Specifically, setting w = [wy;...;wr], we have 2w?'¢ +
wo > 0 = 20T ¢ > |wo| = 4(wT¢)? > wi, whence

p(0,w) < min[1,4E{ (0" ¢)*}/wd] =: &
It is easily seen that in this special case the approximation (4.5.39) is intelligent

enough to be at least as good as the outlined Tschebyshev bound, that is, if €, is
the infimum of those e for which the system of LMIs

(al) P+ ,vj4; =0 (a.2) v>
(0.1) P—yE—Z[0,w]+ > p;A; = 0 (0.2) p=
J

() T(PDiag{V,1}) —7e <0 () %H - 0

in variables P, v, u, T, is feasible, then €, < €.
Indeed, assume first that € < 1, and set

1T
V:(),H:O,’Y:—w()/Q,T:l/'}/,P:|: o 0:|

For these values of the variables, relations (4.5.44.a, b.2, d) clearly are valid. Further, since
—v —wo =y > 0, we have
Low” | —w

7o),

P=B =200l + ¥ id; = |
J
so that (4.5.44.b.1) takes place as well. Let us verify that (4.5.44.c) is valid with e = €
(this would imply that e. < €). Indeed,
Ty s — Ty —
_ 4
Tr(PDiag{V,1}) = Tr(y 'aw" V) = £ ;/w = ww;/w = e,
0

as claimed. The case of € =1 is resolved by item 3.

5. Assume that V = {Diag{V,1} : 0 < V =< V} (that is, we know that ¢ has zero
mean and the covariance matrix of ¢ is < V). Given an n X n matrix @ = 0 and
a positive o, we can bound the quantity p = Prob{¢TQ( > a} from above via the
Tschebyshev bound:
p < EB{CTQC}/a < &= min1, TH(VQ)/a).

It turns out that the condition (4.5.39) is intelligent enough to recover this bound.
Indeed, let W, w be given by Z[W,w] = Diag{Q, —a}, and let e, be the infimum of
those € for which the system of LMIs

(a.l) P+ ,vjA; =0 (a.2) v>0

(b.1) P—rE—ZWul+ YA =0  (b2) p>0
J

(¢) max_Tr(PDiag{V,1}) —ve <0 (d) { 71 } =0
0=V =V
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in variables P, v, u, T,y has a solution; then ¢, < €.
Indeed, assume first that € < 1, and let us set

P = Diag{Q,0},v =0,u =0,y =a,7=1/7.

This choice clearly ensures (4.5.45.a, b, d), and makes the left hand side in (4.5.45.c) equal
to Tr(QV) — a; thus, (4.5.45) is satisfied when e = € = Tr(QV)/a, and therefore €, < .

The case of € =1 is resolved by item 3.
6. Assume that A’ < 0;4;,0; >0, j=1,...,m, and (W,w), (W', w') are such that
0Z[W,w] 2 Z[W', w'] with 6 > 0, so that
fu: fu; 17 A ;1] <0, 1 < j <m} C{u: [us1]7Aj[u; 1] < 0,1 < j <m},

[u; 17 Z[W, w]u; 1] > 0 = [u; 1)TZ[W’, w'][u; 1] > 0.
In view of these relations, the validity of assumptions R.1-2 associated with some
V and the data {A;} implies the validity of assumptions R.1-2 associated with the
same V and the data {A;}, and for every random vector ¢ one has

Prob{[¢; 1]" Z[W', w'][¢; 1] > 0} = Prob{[¢; 1] Z[W, w][¢; 1] > 0}.

Thus, if for all distributions of { compatible with assumptions R.1-2, the data
being {A’}, one has Prob{][(; NTZW' w'[¢;1] > 0} < ¢, then for all distri-
butions of { compatible with assumptions R.1-2, the data being {A,}, one has
Prob{[¢; 1]" Z[W, w][¢; 1] > 0} <.

It is easily seen that the approximation of (4.5.34) given by (4.5.39) is intel-
ligent enough “to understand” the above conclusion. Specifically, if € is such that
the system of constraints

(a.l) P'+3,vjA; =0 (@2) v >0
(b1) P —yE—ZIW' W]+, 1A =0 (b2) >0
/
() w(P)=7e<0 (d) [%ﬁ] =0
(4.5.46)
in variables P’, v/, ', 7/,+ is feasible, then the system of constraints

(a.1) P+ Zj vjA; =0 (a.2) v>0
©  w(P)-re<0 @ ] o

in variables P, v, u, T, is feasible as well.
Indeed, let (P',v', ', 7’,7") be a feasible solution to (4.5.46). Setting

vy = 071005, py =070, P=0""P' =01y r =01,



MORE ON SAFE TRACTABLE APPROXIMATIONS OF SCALAR CHANCE CONSTRAINTS 129

and taking into account that ¢(-) is homogeneous of degree 1, it is immediately seen that
(P,v,pu,T,7) is a feasible solution to (4.5.47). For example, we have

P—~E — ZW,w] + 3, ;A =07 {P' —Y'E - 0Z[W,w]+3; MQQjAj]
> 9! [P’ —VE - ZW W]+ Y, u;A;] =0,
()

where (x) is given by 0Z[W,w] < Z[W',w'] and 0;A; = Aj.

7. Assume that the body of the chance constraint (4.5.34) is linearly perturbed:
p
q |

(¢ 1T Z]0,w][¢;1] > 0 < 2p"¢ > —¢q
= 4(Tpp" ¢ > ¢ & [GUTZIW,w')[¢; 1] > 0,

[ 4pp”
=[]

Z =Z[0,w] = { - and that ¢ < 0. Then we can write
p

whence also
(17 Z[0,w][¢; 1] > 0= [¢; 1" Z[BW, aw + Bu'][¢;1] > 0, 0 # [a; 8] > 0,
so that
V([e; 8] > 0, [a; ] # 0) = Prob{[¢; 1]" Z[0, w][¢; 1] > 0}
< Prob{[¢; 1]T Z[BW', aw + fw'][¢; 1] > 0}.

It follows that for every 0 # [a; 3] > 0, the safe convex approximation, given by
(4.5.39), of the chance constraint

Prob{[¢; 1]T Z[BW', aw + Bw'][¢;1] > 0} < €

is a safe convex approximation of the chance constraint of interest (4.5.34). Thus,
we end up with seemingly a two-parametric family of safe tractable approximations
of (4.5.34). Is there the best — the least conservative — member in this family?
The answer is positive, and one of the best members is the original pair (0, w)
(corresponding to the choice a = 1,3 = 0).

Indeed, invoking item 6, in order to prove that the validity of (4.5.39) with (W, w) =
a(0,w) + B(W’',w") (where 0 # [a;8] > 0) in the role of (0,w) implies the validity of
(4.5.39) as it is, it suffices to prove that there exists 8 > 0 such that Z[W, @] = 6Z[0,w].
To this end note that Z[W’, w'] = 2|¢|Z[0, w]:

, app” | —2lqlp
ZIW’ ' = 2|¢|Z[0,w] = = 0.
[ ] |q| [ ] _2|q|pT ‘ q2

Thus, Z[BW', aw + Bw'] = (o +2|q|3) Z[0, w]. Since 0 # [a; B] > 0, the quantity « + 2|qg|8

is positive.

Strengthening approximation (4.5.39). Assume that the system of quadratic
inequalities in R.2 contains a linear inequality, say,

fl(u) = 2aTu+a =4 A1 = {?‘%] .
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Assume, further, that we know a constant 3 > « such that
fi(u) <0,i=1,....,m=2a"u+3>0.

Then we can add to the original constraints f;(u) < 0, j = 1,...,m, specifying U
the redundant constraint f,,11(u) = —2a”u — 3 < 0. Another option is to replace
the linear constraint fi(u) < 0 with the quadratic one

Filu) = S ()~ fonsr () = T aau + S F Ty 4

5 u + - <0 (%)
and keep remaining constraints f;(u) <0, j = 1,...,m, intact. Note that since (x)
clearly is valid on U, this transformation can only increase U (in fact, it keeps U
intact) and therefore it preserves the validity of R.2. A natural question is, what is
wiser (that is, what results in the less conservative safe approximation (4.5.39) of
the chance constraint (4.5.34)):

A. To use the original description f;(u) <0, j=1,...,m of U,

u)

B. To describe U by the constraints f;(u) <0, j=1,...,m+1,
C. To describe U by the constraints fl(u) 0, fj(u) <0,j=2,..,m,
D. (

To describe U by the constraints f;(u) <0, j =1,...,m+1, fl( ) <0.

If we were adding to the system of constraints defining U its “linear consequences,”
see item 2 above, the options A through C would be the same. However, the con-
straint f,,11(u) < 0, while being a consequence of the original constraints defining
U, is not necessarily their linear consequence, so that item 2 does not apply now.

The correct answer is that in terms of conservatism, option B clearly is not
worse than option A. A less trivial observation is that option C is at least as good
as option B (and in fact can be much better than B), and is exactly as good as
option D (that is, option C is the best — it is not more conservative than options
A, B and is simpler than the equally conservative option D).

Indeed, option B means that we extend the collection of matrices A;, 1 < j < m, by

—Q
—aT | -3

collection by replacing A; with the matrix

A\lz[aaT pa:|7p:a+ﬁ C!ﬁ
pa q

adding the matrix A,,4+1 = { }, option C means that we update the original

and option D means that we add to the original collection both the matrices A,,+1 and
A1 Let us verify that A1 = 601A7 and A1 > Om+1Am+1 with properly chosen 01, 6,41 > 0;
in view of the result of item 6 above, this would imply that option C is not worse than
options B and D. Verification is immediate: we have  — a > 0,

R A
4 sa” |
and
08— aa ga
AI_TAm+1— B T | &2 =0
2 1
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Discussion. The innocently looking question of what is the best among the alter-
natives A through D leads to serious and challenging research questions related to
the quality of Lagrange Relaxation. Indeed, the considerations that led us to the
safe approximation (4.5.39) were based on the following evident observation:

A sufficient condition for a function f(u) to be nonnegative on the do-
main U = {u: f;(u) <0,j=1,..,m}is

INZ0:Vu: flu)+ Y Nifi(u) > 0. (%)

When f and all f; are quadratic functions, (which is the case we are concerned
with), this condition is tractable — it is equivalent to the existence of a feasible
solution to an explicit system of LMIs. Now, aside from the cases when (a) all f, f;
are affine, and (b) all f, f; are convex and the system of constraints f;(u) < 0,
j = 1,...,m, is strictly feasible, condition (*) is only sufficient, but not necessary,
for the relation mUin f(u) > 0. Clearly, the “gap” between the validity of the latter
fact and the validity of the condition () can only shrink when we add to the list of
constraints specifying U their consequences — (quadratic) inequalities of the form
g(u) < 0 that are valid on U. The question (its importance goes far beyond the
topic of chance constraints) is, how to generate these consequences in such a way
that the gap indeed shrinks, that is, (x) is invalid before we add the consequence
and becomes valid after we add it.

There are many ways to generate consequences of a system of quadratic con-
straints, the simplest ones being as follows:

i) “Linear aggregation” mentioned in item 2 above: we add to the list of the
original constraints weighted sums, with nonnegative weights, of the original
constraints and, perhaps, identically true quadratic inequalities (say, —2 —
y?+2zy—1 < 0). This way “to add consequences” is of no interest; it cannot

convert an invalid predicate (x) into a valid one (cf. item 2 above).

i1) Passing from linear constraints to quadratic ones. Specifically, assume that
fi(u) is linear and that we can bound from below this linear function on U,
that is, we can find ¢ such that f1(u) +c¢ > 0 for u € U. Then the quadratic
inequality g(u) = fi(z)(f1(z) + ¢) < 0 is valid everywhere on U and thus it
can be added to the list of constraints defining U. This modification indeed
can convert invalid predicate () into a valid one!. In fact there is no need to
keep both the original linear constraint and the new quadratic in the list of
constraints; we lose nothing by just replacing the linear inequality fi(u) <0
with the quadratic inequality g(u) < 0.

IMeaning, by the way, that Lagrange Relaxation “does not understand” the rule known to
every kid: the product of two nonnegative reals is nonnegative.
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iti) When among the original constraints f;(u) < 0 there is a pair of linear ones,
say, f1 and fa, we can add to the original constraints their quadratic conse-
quence g(u) = — f1(u) f2(u) < 0. This again can convert an invalid predicate
(*) into a valid one.

iv) When all the functions f; are convex, we can build a consequence g as follows:

take a linear form eT

u and find its maximum 3 and its minimum « on U by
solving the corresponding convex problems, so that the quadratic inequality
g(u) == (eTx —a)(eTz — B) < 0 is valid on U, and we can add it to the list of
inequalities defining U. This again can convert an invalid predicate (%) into

a valid one.

The bottom line contains both good and bad news. The good news is that there
are simple ways to shrink the gap between the target relation mUin f(u) >0 and the

sufficient condition (x) for this relation. The bad news is that we do not know how
to use these ways in the best possible fashion. Take, e.g., the last (iv) “extension
procedure”: we can use it several times with different linear forms. How many
times should we use the procedure and which linear forms to use? Note that the
trivial answer “the more, the better” is of no interest, since the computational
effort required to check (x) grows with m as m3. As for more intelligent “universal

guidelines,” we are not aware of their existence...

We conclude this short visit to the topic of Lagrange Relaxation by presenting
three numerical illustrations. In all of them, we want to bound from above the
probability of violating the constraint

(GUTZWw][¢1] <0

given the following data:

1) We know that ¢ is with zero mean and with a given covariance matrix V;

i1) The domain of ¢ is known to belong to a given polytope U.

Illustration A. In this illustration, ¢ is 3-dimensional and the constraint in ques-

tion is linear: "
T < =

The covariance matrix of ( is

1 1/3 —1/3
v=| 13 1 1/3 |,
-1/3 1/3 1

and U is the box U, = {u € R? : ||ul|oc < p}. Note that when p > 1, the hypothesis
supp¢ C U, does not contradict the assumption that ¢ is with zero mean and
possesses the outlined covariance matrix; this hypothesis, e.g., is valid when the
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Figure 4.5 The geometry of Illustration A. Inner box: Uj; outer box: U i.

distribution of ¢ is the uniform distribution on the 6 vertices of U; marked on
figure 4.5.

In our experiment, we chose a and b in such a way that the half-space II =
{u:a+bTu > 0} (that is, the half-space where the constraint is not satisfied) does
not intersect Uy and intersects U 1, cutting the small tetrahedron off the latter box
as shown in figure 4.5 .

We built the following bounds on the probability for the constraint to be
violated:
e The Tschebyshev bound pr (see item 4).

e The bound py given by safe tractable approximation, as presented in (4.5.39),
of our chance constraint, when the domain information is ignored.

e The bounds pr,(p) and pg(p) given by the safe approximation (4.5.39) when
we do use the domain information supp ¢ C U,, specifically, represent U, by

— the system of linear inequalities —p < u; < p, i = 1,2, 3, in the case of
the bound pr,(p);
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p=1.000 | p=1.509 | p> 2.018
pr 0.2771
PN 0.2170
pu(p) | <lel0 | 0.1876 0.2170
pa(p) 0 0.1876 0.2170

Table 4.4 Numerical results for Illustration A.

— the system of quadratic inequalities u? < p?, i = 1,2,3, in the case of
the bound pq(p).

The results are presented in table 4.4. What can be concluded from this experiment
is as follows:

e Even when no information on the domain is used, approximation scheme
(4.5.39) produces a significantly better bound than the Tschebyshev inequal-

ity.

e Both pr,(-) and pq(-) are intelligent enough to understand that when II does
not intersect U,, then the probability of the chance constraint to be violated

is 0 (see what happens when p = 1).

o As p grows, the bounds pr,(-) and pq(-) also grow, eventually stabilizing at
the level of the “no domain information” bound py.

Note that while we have reasons to expect the bound pq(-) to be better than pr,(-),
we did not observe this phenomenon in our experiment.

Illustration B. Here ( is 2-dimensional and the constraint in question is linear:
a4+ bTu < 0. The covariance matrix of C is

05 0
V_[ 0 0.5]

and U = U, is the equilateral triangle with the barycenter at the origin and one of
the vertices at [p; 0]. Here again in the case of p > 1 the assumption supp ¢ C U, is
compatible with the assumption that the mean of ( is 0 and the covariance matrix
of ( is V; indeed, V is exactly the covariance matrix of the uniform distribution on
the vertices of U;.

We chose a and b in such a way that the half-plane Il = {u : a + bTu > 0}
does not intersect U; and intersects Uj 1, cutting off Uy ; the small triangle shown
on figure 4.6.a.

We built the same 4 bounds on the probability for our linear constraint
to be violated as in Illustration A. When building pr,(p), we used the natural
description of the triangle U, by 3 linear inequalities f;’(u) <0, j=123.



MORE ON SAFE TRACTABLE APPROXIMATIONS OF SCALAR CHANCE CONSTRAINTS 135

Figure 4.6 Geometries of Illustrations B (a) and C (b). Inner triangle: Uy; outer triangle:

Uri.
p=1.000 | p>1.1
pT 0.4535
N | 0.3120
p(p) | < Le-10 | 0.3120
pa(p) 0 0.3120

Table 4.5 Numerical results for Illustration B.

When building pq(p), we used the representation of U, by 3 quadratic inequal-
ities gf(u) = f7(u)(f](u) + 6F) < 0, where §7 is given by the requirement
minyey, (ff (v) + %) = 0.

The results of our experiment are presented in table 4.5. The conclusions are
exactly the same as in Illustration A, with one more observation: it is easily seen
that when p > 1, then our a priori information is compatible with the assumption
that ¢ takes just 4 values: 3 values corresponding to the vertices of U,, with prob-
ability of every one of these 3 values equal to 1/(3p?), and the value 0 taken with
probability 1 — p~2. It follows that when p > 1.1, the true probability for our ran-
domly perturbed constraint to be violated can be as large as 1/(3 - 1.12) = 0.2755,
so that our bounds are not that bad.

Illustration C. The purpose of this experiment was to demonstrate that passing
from representation of U by linear constraints to a representation of the same set
by quadratic constraints can indeed be profitable — the phenomenon that we did
not observe in two previous experiments. As far as the information on the mean,
the covariance and the domain of ¢ are concerned, our current setup is exactly the
same as in Illustration B. What is different is the chance constraint; now it is the
quadratically perturbed constraint

Prob{[¢; 1]T Z[W, w][¢;1] = (2 —¢2—1.05 > 0} < € [Z[W,w] = Diag{1, —1, —1.05}]
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p=10|p=11|p=12|p=14| p>18

DN 0.4762
pL(p) | 0.4762 | 0.4762 | 0.4762 | 0.4762 | 0.4762
pa(p) 0 0.3547 | 0.3996 | 0.4722 | 0.4762

Table 4.6 Numerical results for Illustration C.

The domain II on the plane of { where the constraint is violated is the union of two
domains bounded by a hyperbola (dashed areas on figure 4.6.b). As we see, this
domain does not intersect the triangle U; and does intersect the triangle U; ;. We
built the same bounds as in lustrations A, B, except for the Tschebyshev bound
that now does not make sense. The results are presented in table 4.6. We see that
the bound pq(-) is indeed less conservative than the bound py,(-); in particular, this
bound still understands that when II does not intersect U,, then the probability
for our randomly perturbed constraint to be violated is 0.

4.6 EXERCISES

Exercise 4.1. Let (4, 1 < ¢ < L, be independent Poisson random variables
with parameters Ay, (i.e., (¢ takes nonnegative integer value k with probability

k
%e_)‘f). Build Bernstein approximation of the chance constraint

L
PrOb{Zo + Z’LU@Q < 0} >1—e
=1

What is the associated uncertainty set Z. as given by Theorem 4.2.57

Exercise 4.2. The stream of customers of an ATM can be split into L groups,
according to the amounts of cash ¢, they are withdrawing. The per-day number of
customers of type £ is a realization of Poisson random variable {, with parameter
Mg, and these variables are independent of each other. What is the minimal amount
of cash w(e) to be loaded in the ATM in the morning in order to ensure service
level 1 — €, (i.e., the probability of the event that not all customers arriving during
the day are served should be < ¢€)?

Consider the case when
L =7, ¢ =[20;40; 60; 100; 300; 500; 1000], Ay = 1000/ ¢,

and compute and compare the following quantities:

i) The expected value of the per-day customer demand for cash.

it) The true value of w(e) and its CVaR-upper bound (utilize the integrality of
¢¢ to compute these quantities efficiently).

i11) The bridged Bernstein - CVaR, and the pure Bernstein upper bounds on w(e).
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iv) The (1 — €)-reliable empirical upper bound on w(e) built upon a 100,000-
element simulation sample of the per day customer demands for cash.

The latter quantity is defined as follows. Assume that given an N-element sample
{n:}L, of independent realizations of a random variable 7, and a tolerance
6 € (0,1), we want to infer from the sample a “(1 — §)-reliable” upper bound on
the upper e quantile g¢ = min {q : Prob{n > q} < €} of 5. It is natural to take, as
this bound, the M-th order statistics Sas of the sample, (i.e., M-th element in the
non-descending rearrangement of the sample), and the question is, how to choose M
in order for Sy to be > g. with probability at least 1 — 4. Since Prob{n > ¢.} > ¢,
the relation Sy < ¢e for a given M implies that in our sample of N independent
realizations 7; of 7 the relation {7n; > ¢} took place at most N — M times, and the
probability of this event is at most par = S0 " (V) €¥(1 — )N *. It follows that
if M is such that pys < J, then the event in question takes place with probability
at most 4, i.e., Sy is an upper bound on g. with probability at least 1 — d. Thus,
it is natural to choose M as the smallest integer < N such that pas < 6. Note that
such an integer not necessarily exists — it may happen that already pny > &, mean-

ing that the sample size N is insufficient to build a (1—4)-reliable upper bound on ge.

Carry out the computation for e = 107%, 1 < k < 6. 2

Exercise 4.3. Consider the same situation as in Exercise 4.2, with the only
difference that now we do not assume the Poisson random variables (; to be inde-
pendent, and make no assumptions whatsoever on how they relate to each other.
Now the minimal amount of “cash input” to the ATM that guarantees service level
1 — e is the optimal value w(e) of the “ambiguously chance constrained” problem

min {wo : ProbCNP{Z ceCe <wp} >1—€eVPe 77} ,
¢
where P is the set of all distributions P on RZ with Poisson distributions with

parameters Ay, ..., A\r, as their marginals.

By which margin can @w(e) be larger than w(e)? To check your intuition, use
the same data as in Exercise 4.2 to compute
— the upper bound on @(e) given by Theorem 4.5.1;
— the lower bound on @(e) corresponding to the case where (1, ..., (s, are comono-
tone, (i.e., are deterministic nondecreasing functions of the same random variable
7 uniformly distributed on [0, 1], cf. p. 114).
Carry out computations for e = 107%, 1 < k < 6.

Exercise 4.4. 1) Consider the same situation as in Exercise 4.2, but assume
that the nonnegative vector A = [A1;...; Ar] is known to belong to a given convex

20f course, in our ATM story the values of ¢ like 0.001 and less make no sense. Well, you
can think about an emergency center and requests for blood transfusions instead of an ATM and
dollars.
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compact set A C {\ > 0}. Prove that with

—wo + BZ Ae(exp{ece/B} — 1) — 6ln(1/e):| < O}
¢

B (€) = maxinf {wo ¢ inf
AEA B>0

one has

VAeA: PI‘O‘D(,VPX1 X..x Py, {Z ceCe > BA(e)} <e,
£

where P, stands for the Poisson distribution with parameter p. In other words,
initial charge of By (e) dollars is enough to ensure service level 1 — €, whatever be
the vector A € A of parameters of the (independent of each other) Poisson streams
of customers of different types.

2) In 1), we have considered the case when X runs through a given “uncertainty
set” A, and we want the service level to be at least 1 — ¢, whatever be A € A.
Now consider the case when we impose a chance constraint on the service level,
specifically, assume that X is picked at random every morning, according to a certain
distribution P on the nonnegative orthant, and we want to find a once and forever
fixed morning cash charge wg of the ATM such that the probability for a day to be
“bad” (such that the service level in this day drops below the desired level 1 —¢) is
at most a given § € (0,1). Now consider the chance constraint

PI‘Ob,\Np{ZQ + Z)\@Zg > 0} <4é
4

in variables zg, ..., z1,, and assume that we have in our disposal a Robust Counterpart
type safe convex approximation of this constraint, i.e., we know a convex compact

set A C {A > 0} such that
V(20 .-y 2L) © 20 +I)I\121{<;)\225 < 0= Proby~p{z0 + ;)\225 >0} <.

Prove that by loading the ATM with By (e€) dollars in the morning, we ensure that
the probability of a day to be bad is < §.

4.6.1 Mixed Uncertainty Model

To motivate what follows, let us revisit the Portfolio Selection problem (Example 2.3.6).
According to our analysis, the yearly return R of the portfolio given by the optimal
solution to (2.3.16) is less than 1.12 with probability < 0.005. Replacing the constant
3.255 = 4/2In(1/0.005) with 4.799 = ,/2In(1/1.e-5), a similar conclusion is that the
return of the optimized portfolio is < 1.0711 with probability < 1.e-5. Now ask yourself
whether in real life you would indeed bet 100,000:1 that the return of the latter portfolio
will be at least 1.0711. We believe that on a close inspection, such a bet would be somehow
risky, in spite of the theoretical solidity of the conclusion in question. The reason is, that
in order for our conclusion to be applicable to a real life portfolio, the stochastic model
of uncertainty underlying the conclusion should describe the ‘“real life” returns of assets
fairly well — so well that we could trust it even when it predicts the “event of interest”
to happen with probability as small as 1.e-5.” And common sense says that as far as
a real market is concerned, such a precise model definitely is out of question. Assume,



MORE ON SAFE TRACTABLE APPROXIMATIONS OF SCALAR CHANCE CONSTRAINTS 139

e.g., that the “true” model of returns is as follows: in the beginning of a year, “nature”
flips a coin and, depending on the result, decides whether in the year the returns of our
199 market assets will be p¢ + 0¢(; with independent (i, ..., (199 taking values +1 (such
a decision is made by nature with probability 0.99), or all (i, ...,(199 will be equal to
each other and take values +1 with equal probabilities (such a decision is made by nature
with probability 0.01). Experiment shows that with this new distribution of returns, the
probability for the portfolio associated with the old (“the nominal”) uncertainty model to
have a return < 1.05, (i.e., less than the return guaranteed by the bank) is about 5.e-3, 500
times larger than the probability 1.e-5 promised by the nominal uncertainty model! And
of course the existing market data do not allow one to distinguish reliably between the two
models in question. As a matter of fact, the only seemingly solid conclusion from market
data is that there hardly exists a “tractable” probabilistic model of the real life market
capable of reliably predicting probabilities like 0.001 and less. A similar conclusion holds
true for basically all probabilistic uncertainty models in optimization under uncertainty,
although in some cases, (e.g., in Signal Processing), “the scope of predictability” can
include probabilities like 1.e-5 to 1l.e-6. Thus, in real-life applications of optimization
under uncertainty one typically arrives at the dilemma as follows: on one hand, the
uncertain-but-bounded model of data perturbations allows to reliably immunize solutions
against data perturbations of a desired magnitude, but seems to be too conservative when
the uncertainty is of a stochastic nature. On the other hand, stochastic uncertainty models
available in real life usually are not accurate enough to ensure reliably that “bad things”
happen with probabilities as low as 1.e-5 and less.> A possible resolution of the outlined
dilemma could be in synthesis of the two uncertainty models in question, specifically, in
utilizing the combined uncertainty model as follows: the actual perturbation ( is of the
form
¢=¢&+m,

where £ is a “deterministic” perturbation known to belong to a given perturbation set
Z¢, and 7 is random perturbation with distribution known to belong to a given family
P. For example, we can assume the vector r of returns r, of market assets to be the
sum of a random vector 1 with independent coordinates distributed in given segments
e — o, e + 4], we = E{n¢}, and a deterministic vector £ with |£,| < aoy, where o < 1
(say, @ = 0.1). The first of these components represents the “internal noises” in asset
returns, while the second accounts for unavoidable inaccuracies in the estimated mean
returns, small inter-asset dependencies between the returns, etc. Since in our example the
magnitude of entries in ¢ is significantly less than those in 7, this uncertainty model is
essentially less conservative than the one where the only information on r is the range of
returns (in our case, the induced range of 7, is [ue — (1 + a)oe, pe + (1 + a)og]); at the
same time, it, as we have mentioned, allows to account to some extent for inaccuracies of
the “purely stochastic” uncertainty model.

In order to utilize the combined model of uncertainty in LLO, we should define the
notion of a “safe” version of a linear constraint affected by this uncertainty, that is, the
constraint L L

[ao + 2+ Wé}a[}Tx <0+ e lée + W]bz
. (4.6.1)
[£ € Zen~PeETP]

3Note that while really low probabilities are of no actual interest in finance, they are a must
in many other applications — think of the reliability you expect from the steering mechanism of
your car or from the airplane you are boarding.
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The most natural answer is to associate with the uncertain constraint (4.6.1) its “chance
constrained version”

(V¢eZ,PeP):

4.6.2
Probyp { [0 + S5 &+ nda’|Te <1+ SE e tndp} 21 (10
where € < 1 is a given tolerance. Note that when Z; = {0}, this definition recovers the
chance constrained version of (4.6.1). The opposite extreme — P contains a single trivial
distribution (mass 1 at the origin) and Z¢ is nontrivial — recovers the RC of (4.6.1) with
Z¢ in the role of the perturbation set.

After the notion of a “safe version” of an uncertain constraint with combined uncer-
tainty is defined, the question of primary importance is how to process this safe version.
The next exercise demonstrates that this can be done by combining the techniques for
tractable processing RCs and for building safe tractable approximations of the “plain”
chance constraints.

Exercise 4.5. Prove the following fact:

Theorem 4.6.1. Consider the uncertain constraint (4.6.1) and assume that the set
Z¢ admits a strictly feasible conic representation (cf. Theorem 1.3.4):

Ze={¢:3u: P+ Qu+peK}

(when K is a polyhedral cone, strict feasibility can be reduced to feasibility). Let, further,
the ambiguous chance constraint

L L
V(P € P) : Prob,~p {[ao + Zmaz]Ta: <+ anbe} >1—c¢,
=1 =1

associated with P and (4.6.1) admit a safe tractable Robust Counterpart type approxi-
mation, i.e., we can point out a computationally tractable convex compact set Z, such
that with

L
f(2) = max ; Neze
the implication
L
Y(z0,2) : 20 + f(2) < 0= V(P € P) : Prob,~p {zo + Z Coze < 0} >1—€ (4.6.3)
=1

holds true (cf. Proposition 4.1.3). Then the system of explicit convex constraints

a) pTy+[a®]Tx —bo < t,
b) QTy = 07
o) (PTy)+[a) z=0"0=1,.. L, (4.6.4)

d
e

yeK.={y:yT2>0Vz € K},
t+ f([a')Fx — b, .. [a®] Tz — b)) <0

NN N N N
=

~

in variables x, y, t is a safe tractable approximation of (4.6.2): whenever = can be extended
to a solution to this system, x is feasible for (4.6.2).

Thus, all techniques for building safe tractable approximations of chance constraints
developed in this chapter and in chapter 2 can be used to process efficiently the safe
versions of linear constraints with combined uncertainty.
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Mixed uncertainty model: illustration. The next exercise is aimed at exper-
imentation with the Mixed uncertainty model in the following (admittedly oversimplified,
but still instructive) situation (cf. Example 2.3.6):

Portfolio selection revisited:

There are n assets; asset # 1 (“money in safe”) has a deterministic yearly
return ¢; = 1, and the remaining assets have independent Gaussian yearly
returns Co ~ N (e, 07), 2 < £ < n. Setting u; = 1, o1 = 0, we can say that
the returns of all n assets are independent Gaussian random variables. We
assume further that the variances o2 are known for all £ and are positive when
¢ > 2; w.lo.g. we can assume that 0 = 01 < 02 < ... < 0,,. The expected
returns pe, £ > 2, are not known in advance; the only related information
is the “historical data” — a sample ¢',...,¢" of N independent realizations
of the vectors of yearly returns. Given a risk level € € (0,1), our goal is to
distribute $1 among the assets in order to maximize the value at risk of the
resulting portfolio a year from now.

The precise formulation of our goal is as follows. A portfolio can be identified with vector
x = [21;...;2,] from the standard simplex A, = {& € R" : & > 0,3, x¢ = 1}; x¢ is the
capital invested in i-th asset. The value of our portfolio a year from now is the random
variable

V= Z Coze = Z WeTe + Z ozl €. [ ~N(0,1)]
=1 (=1 =1
—_ —
w(x) o(x)

The value at risk € VaR[n] of a random variable 7 is the (lower) e quantile of this variable
— the largest real a such that Prob{n < a} < ¢; for the Gaussian random variable V*, we
have VaR[V®] = u(x) — Erflnv(e)o(z), so that our ideal goal is to solve the optimization
problem
Opt = max { Z pexe — Erflnv(e)o(z) : @ € An}. (4.6.5)
=1
This goal is indeed an ideal one, since we do not know what exactly is the objective we
should maximize, since the coefficients p, are not exactly known. Moreover, aside for the
trivial case where o, = 0 for all £, we cannot localize p = [u1;...; un] with 100% reliability
in a whatever large, but bounded set. As a result, the only portfolio « for which we can
guarantee a finite lower bound on VaR[V*] is the trivial portfolio z1 = 1,22 = ... =z, = 0.
To allow for selecting nontrivial portfolios, we should replace “100%-reliable” guarantees
with “(1 — §)-reliable” ones. Thus, assume that we are given a tolerance ¢, 0 < § < 1,
and want to find a procedure that, given on input random historical data E =[¢Y..5 ¢,
converts this data into a portfolio # = X (¢) and a guessed lower bound VaR = VaR(()
on VaR.[V?], which should indeed be a lower bound on VaR.[V*] with probability
>1-4: ~ ~ ~
Prob {vaR(g) < uTX () - Erﬂnv(e)a(X(C))} >1-—e (4.6.6)

whatever be the true vector u of expected returns with gy = 1. Under this re-
striction, we want the “typical” values of VaR(g ) to be as large as possible. The
latter informal goal can be formalized as maximization of the expected value of
VaR(g ), by imposing a chance constrained lower bound on VaR(E ) and maximizing
this bound, etc. Whatever the formalization, the resulting problem seems to be

severely computationally intractable; indeed, already the constraint (4.6.6) seems
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to be a disaster — this is a semi-infinite chance constraint in decision rules. How-
ever, there are ways to get efficiently if not optimal in terms of a given criterion, but
at least feasible solutions, and we are about to consider several of these ways. The
goal of the exercises to follow is to investigate the proposed approaches numerically,
and here are the three recommended data sets:

HTypeH n‘ ) ‘ € ‘u4,€22(u1:1)‘04,622(01:0)‘NH

a) | 500 |0.01]0.01 1+0.1&2 0211 40
n—1 n—1
(b) || 500 | 0.01 | 0.01 {11 ﬁfz 002,2<0<n | 40 | (467)

P —
(¢) |l 200 0.01]001] 140141 03,/:=F | 100

These data sets include the true values of uy; these values are not used by the
portfolio selection routines we are about to consider, but can be used when eval-
uating these routines by simulation. Note that with our data, the expectations of
all market assets are > than the guaranteed return g = 1 of the “money in safe”
policy, and that our data possess the natural property that the more promising an
asset (the larger is uy), the more risky it is (the larger is oy).

Exercise 4.6. Find the true optimal solutions to (4.6.5) corresponding to
every one of the data sets (4.6.7.a—c).

RC approximation: the strategy. With the RC approximation,

e We use the historical data Eto build a set M = M(Z) in the p space in
such a way that whatever the true vector u of expected returns with p; = 1, the
probability for M to contain a lower bound for p is at least 1 — 9:

V(p:p1 =1): Prob, {El/le./\/l(g) :ﬁgu} >1-19, (4.6.8)
where Prob,, is the probability w.r.t. the distribution of the historical data associ-
ated with g, (i.e., the distribution where ¢! ~ N(u, Diag{o?,...,02}) and ¢!,.., ¢V
are independent).

o After M is built, we treat (4.6.5) as an uncertain optimization problem,
where the only uncertain data is x4, and the uncertainty set is M. We solve the RC
of this uncertain problem and take the robust optimal solution as the recommended

portfolio 2 = X ({), and the robust optimal value — as the guess VaR(().

Exercise 4.7. Prove that the RC approximation is safe — it indeed ensures
(4.6.6).

RC approximation: implementations. An implementation of the just outlined
strategy depends on how we choose the set M. For the sake of simplicity, assume
that we choose the this set as

M(Q) =pn+0, (4.6.9)
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where O is a deterministic convex body and [ is the empirical expected return
given by the historical data:

N
~ 1 . _
=D ¢ = pt Diag{o} N~y 0 ~ N0, L,).

P

Exercise 4.8. Prove that in order for the random set (4.6.9) to satisfy the
requirement (4.6.8), it suffices to have

Prob, no,1,) {-Sn€ O+ R} >1-6. (4.6.10)

Let us stick to the sets (4.6.9) with O satisfying (4.6.10). This still leaves
us with “uncountably many” choices. We start by exploring the simplest of them,
specifically,

Ball: O = XB%?, where B5? = {u € R" : u < 0, |Jul]l2 < p2} and ps is such
that
Prob, r0,1,){—n € B + R} >1—4. (4.6.11)
Note that we are interested in as small ps as possible, since the less is O, the less
conservative is the RC associated with the uncertainty set (4.6.9).
Box: O = ¥Bf, where Bl = {u € R" : u < 0, ||[uf]|oo < poo} and peo is
such that
Prob,nxo,1,){—n € Btz + R} > 1 —0. (4.6.12)
Exercise 4.9. 1) Prove that the RCs associated with the Ball and the Box
choices of O are, respectively, the optimization problems

max {Z ez — [poN~Y2 4 Erflnv(e)|o(z) : € An} (Bl)
=1
and "
max {Z[ﬁg — pooN"Y204]zp — Exfluv(e)o(z) : x € An} . (Bx)
=1

2) Find a way to bound from above ps and peo.
Hint: To bound ps, you can use the Bernstein approximation scheme.

3) Use the bounds from 2) to implement the RC approach and test it on the
data sets (4.6.7.a—c). Compare the results with each other and with the “ideal
results” yielded by Exercise 4.6. Is it possible to say in advance what is better —
the Ball or the Box choice of O7 Where the difficulty comes from?

Hint: Verify that the minimal ps = pa(n,d) satisfying (4.6.11) as a function of n
grows with n as O(y/n), while the minimal ps, = poo(n,d) satisfying (4.6.12) is

O(y/In(n/é)).

4) Combine the Ball and the Box RC approximations into a single RC ap-
proximation that is provably nearly as good as the best of the Ball and the Box
approximations. Implement this approximation for the data sets (4.6.7.a—c) and
compare the results with the those of the pure Ball and Box RC approximations.
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Hint: Take O = X(B5? N BA), where py and ps satisfy the respective relations
(4.6.11), (4.6.12) with & replaced with 6/2.

Exercise 4.10. Consider the following “soft” RC approximation. For a
given portfolio z € A, the difference between its “true” expected return p’z
and the estimate i’z of this expected return is a Gaussian random variable
with zero mean and the variance N~'o?(z). Consequently, the random quantity
Tz — Erflnv(§)N~1/2¢(x) is, with probability > 1 — 4§, a lower bound on the true
expected return p’x. Given this observation, let us approximate the problem of
interest (4.6.5) with the random problem

VaR = max {Z figxy — BErfinv(0)N =20 () — Erflnv(e)o () : x € An} (4.6.13)

xT
=1

with the objective that underestimates, with probability 1 — J, the objective of the

‘true” problem.

1) Is the just outlined “soft” RC approximation safe, i.e., is it true that taking

the~optimal value of the problem as VaR = VaR((), and the optimal solution as
X(¢), we ensure the validity of (4.6.6)7

2) Implement the soft RC approximation and, using the data sets (4.6.7),
empirically find the probability for VaR, X to violate the relation VaR < u7X —
Erflnv(e)o(X).

Correcting a soft RC approximation. Now consider a conceptual approxima-
tion as follows.

e We fix in advance a finite number M of “basic portfolios” z!,...,z™ € A,,.

e Given the empirical average return fi, we build lower bounds L on the
expected returns of the basic portfolios z*, ¢ = 1,..., M, such that whatever the
true vector u of expected returns with p; = 1, we have

Prob{L' < p"2', 1<i< M} >1-34. (4.6.14)
The simplest way to ensure this relation is to set

L' = p%2 — Erflav(§/M)N =20 (2). (4.6.15)

e We now restrict ourselves to the portfolios that are convex combinations of
the basic ones:

M
r=x()) =) Na', >0, = 1]
i=1

estimate the expected return of such a portfolio as

M
L(A) =) NI,
i=1
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and then look for the portfolio with the largest possible estimated VaR.. That is,
we solve the optimization problem

A. € Argmin { F(N) = L(\) — Erflnv(e)o(z(A) : A > 0, A = 1} ., (4.6.16)
A -

and take z(\,) as the resulting portfolio, and f(\.) as the guessed lower bound
VaR on VaRe[z(A.)].

Exercise 4.11. 1) Prove that the outlined approximation is safe, so that the
resulting portfolio and the guessed lower bound on its value at risk do satisfy (4.6.6).

2) Verify that when M = n and !, ..., 2™ are the standard basic orths in R,
the outlined approximation is nothing but the Box RC approximation. Would it
make sense to use richer sets of basic portfolios? Does it make sense to use °
large” sets of this type?

‘very

3) Look what happens when we use M = 2n basic portfolios, namely, n
standard basic orths and n portfolios

(k), (k)_{o, g<k/’
x L = 1 ’
¢ — k<i<n

k =1,...,n. Use the data sets (4.6.7) and compare the results with those yielded
by other approximations we have considered.

4.7 NOTES AND REMARKS

NR 4.1. The Bernstein approximation scheme (section 4.2) goes back to J.
Pinter [92], where, however, the “scale” parameter (parameter § in Proposition
4.2.2) was considered as a chosen a priori constant rather than an adjustable param-
eter of the bounding routine. The advanced form of the Bernstein approximation
scheme as presented in section 4.2 was proposed in [83]. The latter paper underlies
the results of section 4.3 (except for those related to the bridged Bernstein-CVaR
approximation; these results are new).

NR 4.2. The monotone dominance considered in section 4.4 is the sym-
metrized version of the first order stochastic dominance well studied in econometrics
[47, 60, 101, 102]. The main result of the section, Theorem 4.4.6, while being close
to the Uniformity Principle of Barmish and Lagoa [1], seems to be new; note that
the Uniformity Principle is an immediate consequence of this Theorem and the
result of Example 4.4.3.

NR 4.3. The idea of Lagrange relaxation implicitly underlying the develop-
ments of section 4.5 is now quite standard and is one of the most powerful sources
(if not the most powerful source) of efficiently computable bounds on “difficult to
compute” optimization-related quantities, (e.g., optimal values of NP-hard combi-
natorial problems). The developments in section 4.5.5 can be traced to [26, 27]
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and are based upon specific implementation of Lagrange relaxation, the so called
semidefinite relaxation scheme that goes back to Naum Shor and Laslo Lovacz.*

4 A more detailed presentation of the semidefinite relaxation scheme can be found, among many
other sources, in [8, Chapter 4] and [33].
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Chapter Five

Uncertain Conic Optimization: The Concepts

In this chapter, we extend the RO methodology onto non-linear convex optimization
problems, specifically, conic ones.

5.1 UNCERTAIN CONIC OPTIMIZATION: PRELIMINARIES
5.1.1 Conic Programs

A conic optimization (CO) problem (also called conic program) is of the form
min{ch—Fd:Ax—beK}, (5.1.1)

where x € R" is the decision vector, K C R™ is a closed pointed convex cone with a
nonempty interior, and x — Az —b is a given affine mapping from R"™ to R™. Conic
formulation is one of the universal forms of a Convex Programming problem; among
the many advantages of this specific form is its “unifying power.” An extremely
wide variety of convex programs is covered by just three types of cones:

i) Direct products of nonnegative rays, i.e., K is a non-negative orthant R’]".
These cones give rise to Linear Optimization problems

min{ch:a?x—bizo,lgigm}.
x

i) Direct products of Lorentz (or Second-order, or Ice-cream) cones L* = {z €
RF = 2 > ,/Z?;ll x?} These cones give rise to Conic Quadratic Opti-
mization (called also Second Order Conic Optimization). The Mathematical
Programming form of a CO problem is

min {c"z 1 |4z — bills <l x—di, 1 < i <m};
here i-th scalar constraint (called Conic Quadratic Inequality) (CQI) ex-
presses the fact that the vector [A;z; ¢! x] — [b;; d;] that depends affinely on z

belongs to the Lorentz cone L; of appropriate dimension, and the system of
all constraints says that the affine mapping

z e [[Arzyef 2 [Apas eha]] = [[brsda]; ..y b din)]
maps z into the direct product of the Lorentz cones Ly X ... X L,.

117) Direct products of semidefinite cones Sﬁ.
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S’j_ is the cone of positive semidefinite k& x k& matrices; it “lives”

in the space S* of symmetric k x k matrices. We treat S* as Eu-

clidean space equipped with the Frobenius inner product (A, B) =

k
TI'(AB) = Z AijBij-
i,j=1

The family of semidefinite cones gives rise to Semidefinite Optimization (SDO)
— optimization programs of the form

min{cTz—&—d:Ai:c—BitO,lgigm},

where n
T — .Ail‘— Bz = Zl‘inj — Bz

j=1
is an affine mapping from R™ to S* (so that A% and B; are symmetric k; x k;
matrices), and A > 0 means that A is a symmetric positive semidefinite
matrix. The constraint of the form “a symmetric matrix affinely depending
on the decision vector should be positive semidefinite” is called an LMI —
Linear Matrix Inequality. Thus, a Semidefinite Optimization problem (called
also semidefinite program) is the problem of minimizing a linear objective
under finitely many LMI constraints. One can rewrite an SDO program in
the Mathematical Programming form, e.g., as

min {ch +d: dpin(Aix—B;) >0, 1 <i< m} ,

where A\pin(A) stands for the minimal eigenvalue of a symmetric matrix A,
but this reformulation usually is of no use.

Keeping in mind our future needs related to Globalized Robust Counterparts, it
makes sense to modify slightly the format of a conic program, specifically, to pass
to programs of the form

min{ch—i-d:Aiac—bi € Q;, 1§i§m}, (5.1.2)

where Q; C R¥: are nonempty closed convex sets given by finite lists of conic
inclusions:

Qi={ucR" :Quu—qucKy, L=1,.., L}, (5.1.3)
with closed convex pointed cones K;,. We will restrict ourselves to the cases where
K¢ are nonnegative orthants, or Lorentz, or Semidefinite cones. Clearly, a problem
in the form (5.1.2) is equivalent to the conic problem

min {c"z + d : QieAiw — [Qieb; + qie] € Kip V(i, £ < L;)}
T
We treat the collection (c,d, {A;,b;}7" ) as natural data of problem (5.1.2). The

collection of sets Q;, i = 1, ...,m, is interpreted as the structure of problem (5.1.2),
and thus the quantities Q;¢, ;¢ specifying these sets are considered as certain data.
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5.1.2 Uncertain Conic Problems and their Robust Counterparts

Uncertain conic problem (5.1.2) is a problem with fixed structure and uncertain
natural data affinely parameterized by a perturbation vector ( € R

L
(c.d, {Ahbi}z‘il) = (Coad07 {A?7b? 111) + ZC@(cé’da {Afvbf Zil) (5'1'4>
{=1

running through a given perturbation set Z C RE.

5.1.2.1 Robust Counterpart of an uncertain conic problem

The notions of a robust feasible solution and the Robust Counterpart (RC) of
uncertain problem (5.1.2) are defined exactly as in the case of an uncertain LO
problem (see Definition 1.2.5):

Definition 5.1.1. Let an uncertain problem (5.1.2), (5.1.4) be given and let
Z C R® be a given perturbation set.

(i) A candidate solution z € R™ is robust feasible, if it remains feasible for all
realizations of the perturbation vector from the perturbation set:

x is robust feasible
0
L L
(A7 + 2 GAlle — [0+ 2 (] € Qi V(i1 <i<m, (€ Z).
=1 =1
(ii) The Robust Counterpart of (5.1.2), (5.1.4) is the problem

[c” + ELJ Cect) T + [d° + ZL: Cd]—teQu=R_,
< e VCeZy (5.15)

min< t: 17 T
[A?+ 3 GAz — ) + > bl € Qi 1 <i<m
=1 =1

x,t

of minimizing the guaranteed value of the objective over the robust feasible solu-
tions.

As in the LO case, it is immediately seen that the RC remains intact when
the perturbation set Z is replaced with its closed convex hull; so, from now on we
assume the perturbation set to be closed and convex. Note also that the case when
the entries of the uncertain data [A;b] are affected by perturbations in a non-affine
fashion in principle could be reduced to the case of affine perturbations (see section
1.4); however, we do not know meaningful cases beyond uncertain LO where such
a reduction leads to a tractable RC.

5.2 ROBUST COUNTERPART OF UNCERTAIN CONIC PROBLEM:
TRACTABILITY

In contrast to uncertain LO, where the RC/GRC turn out to be computationally
tractable whenever the perturbation set is so, uncertain conic problems with com-
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putationally tractable RCs are a “rare commodity.” The ultimate reason for this
phenomenon is rather simple: the RC (5.1.5) of an uncertain conic problem (5.1.2),
(5.1.4) is a convex problem with linear objective and constraints of the generic form

Py, ) = m(y) + 2(y)¢ = ¢(¢) + 2(Q)y € Q, (5.2.1)

where 7(y), ®(y) are affine in the vector y of the decision variables, ¢(¢), ®(¢) are
affine in the perturbation vector ¢, and Q is a “simple” closed convex set. For such
a problem, its computational tractability is, essentially, equivalent to the possibility
to check efficiently whether a given candidate solution y is or is not feasible. The
latter question, in turn, is whether the image of the perturbation set Z under an
affine mapping ¢ — 7(y) + ®(y)( is or is not contained in a given convex set Q.
This question is easy when Q is a polyhedral set given by an explicit list of scalar
linear inequalities alu < b;, i = 1,..., I (in particular, when Q is a nonpositive ray,
that is what we deal with in LO), in which case the required verification consists in
checking whether the maxima of I affine functions al (7 (y) + ®(y)¢) — b; of ¢ over
¢ € Z are or are not nonnegative. Since the maximization of an affine (and thus
concave!) function over a computationally tractable convex set Z is easy, so is the
required verification. When Q is given by nonlinear convex inequalities a;(u) < 0,
i = 1,..., I, the verification in question requires checking whether the maxima of
convex functions a;(m(y)+®(y)¢) over ( € Z are or are not nonpositive. A problem
of maximizing a convex function f(¢) over a convex set Z can be computationally
intractable already in the case of Z as simple as the unit box and f as simple as a
convex quadratic form ¢TQC. Indeed, it is known that the problem

max {7 B : [ < 1}

with positive semidefinite matrix B is NP-hard; in fact, it is already NP-hard to ap-
proximate the optimal value in this problem within a relative accuracy of 4%, even
when probabilistic algorithms are allowed [61]. This example immediately implies
that the RC of a generic uncertain conic quadratic problem with a perturbation set
as simple as a box is computationally intractable.

Indeed, consider a simple-looking uncertain conic quadratic inequality

10-y+QCl2<1

(Q is a given square matrix) along with its RC, the perturbation set being
the unit box:

10y + QCll2 < 1 V(¢ : [I¢]loo < 1). (RC)

The feasible set of the RC is either the entire space of y-variables, or is empty,
which depends on whether or not one has

T T
max B¢ <1. B =
HCHooSIC ¢< [ @l
Varying ), we can get, as B, an arbitrary positive semidefinite matrix of a
given size. Now, assuming that we can process (RC) efficiently, we can check
efficiently whether the feasible set of (RC) is or is not empty, that is, we can

compare efficiently the maximum of a positive semidefinite quadratic form
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over the unit box with the value 1. If we can do it, we can compute the
maximum of a general-type positive semidefinite quadratic form ¢T B¢ over
the unit box within relative accuracy € in time polynomial in the dimension of
¢ and In(1/e€) (by comparing max¢| ., <1 A" B¢ with 1 and applying bisection
in A > 0). Thus, the NP-hard problem of computing max;¢| <1 ¢TB¢, B >~
0, within relative accuracy € = 0.04 reduces to checking feasibility of the RC
of a CQI with a box perturbation set, meaning that it is NP-hard to process
the RC in question.

s This unpleasant phenomenon we have just outlined leaves us with only two op-
tions:

A. To identify meaningful particular cases where the RC of an uncertain conic
problem is computationally tractable; and

B. To develop tractable approximations of the RC in the remaining cases.

Note that the RC, same as in the LO case, is a “constraint-wise” construction,
so that investigating tractability of the RC of an uncertain conic problem reduces
to the same question for the RCs of the conic constraints constituting the problem.
Due to this observation, from now on we focus on tractability of the RC

V(¢ e Z): A(Qz +b(¢) € Q

of a single uncertain conic inequality.

5.3 SAFE TRACTABLE APPROXIMATIONS OF RCS OF UNCERTAIN
CONIC INEQUALITIES

In chapters 6, 8 we will present a number of special cases where the RC of an un-
certain CQI/LMI is computationally tractable; these cases have to do with rather
specific perturbation sets. The question is, what to do when the RC is not com-
putationally tractable. A natural course of action in this case is to look for a safe
tractable approximation of the RC, defined as follows:

Definition 5.3.1. Consider the RC

A(Q)z+b(C) eQV(e Z (5.3.1)
—_———
=a(z)(+6(x)
of an uncertain constraint
A(Q)z +b(¢) € Q. (5.3.2)

(A(¢) € R¥*" b(¢) € RF are affine in (, so that a(z), 3(x) are affine in the decision
vector x). We say that a system S of convex constraints in variables x and, perhaps,
additional variables u is a safe approximation of the RC (5.3.1), if the projection
of the feasible set of S on the space of x variables is contained in the feasible set of

the RC:
Vo : (Ju: (z,u) satisfies S) = z satisfies (5.3.1).
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This approximation is called tractable, provided that S is so, (e.g., S is an ex-
plicit system of CQIs/LMIs or, more generally, the constraints in S are efficiently
computable).

The rationale behind the definition is as follows: assume we are given an
uncertain conic problem (5.1.2) with vector of design variables x and a certain
objective ¢’z (as we remember, the latter assumption is w.l.o.g.) and we have at
our disposal a safe tractable approximation S; of i-th constraint of the problem,
i =1,...,m. Then the problem

min {ch : (z,u') satisfies S;, 1 <i <m}
T,ut ., u™
is a computationally tractable safe approximation of the RC, meaning that the z-
component of every feasible solution to the approximation is feasible for the RC,
and thus an optimal solution to the approximation is a feasible suboptimal solution
to the RC.

In principle, there are many ways to build a safe tractable approximation
of an uncertain conic problem. For example, assuming Z bounded, which usually
is the case, we could find a simplex A = Conv{(!,...,¢(F*1} in the space RY of
perturbation vectors that is large enough to contain the actual perturbation set Z.
The RC of our uncertain problem, the perturbation set being A, is computationally
tractable (see section 6.1) and is a safe approximation of the RC associated with
the actual perturbation set Z due to A D Z. The essence of the matter is, of
course, how conservative an approximation is: how much it “adds” to the built-in
conservatism of the worst-case-oriented RC. In order to answer the latter question,
we should quantify the “conservatism” of an approximation. There is no evident
way to do it. One possible way could be to look by how much the optimal value of
the approximation is larger than the optimal value of the true RC, but here we run
into a severe difficulty. It may well happen that the feasible set of an approximation
is empty, while the true feasible set of the RC is not so. Whenever this is the case,
the optimal value of the approximation is “infinitely worse” than the true optimal
value. It follows that comparison of optimal values makes sense only when the
approximation scheme in question guarantees that the approximation inherits the
feasibility properties of the true problem. On a closer inspection, such a requirement
is, in general, not less restrictive than the requirement for the approximation to be
precise.

The way to quantify the conservatism of an approximation to be used in this
book is as follows. Assume that 0 € Z (this assumption is in full accordance with
the interpretation of vectors ¢ € Z as data perturbations, in which case { = 0
corresponds to the nominal data). With this assumption, we can embed our closed
convex perturbation set Z into a single-parametric family of perturbation sets

Z,=pZ,0<p< oo, (5.3.3)
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thus giving rise to a single-parametric family

A(Qz+b(() €QV(E 2, (RC,)

—_———

=a(z)(+p(x)

of RCs of the uncertain conic constraint (5.3.2). One can think about p as perturba-
tion level; the original perturbation set Z and the associated RC (5.3.1) correspond
to the perturbation level 1. Observe that the feasible set X, of (RC,) shrinks as p
grows. This allows us to quantify the conservatism of a safe approximation to (RC)

by “positioning” the feasible set of S with respect to the scale of “true” feasible
sets X, specifically, as follows:

Definition 5.3.2. Assume that we are given an approximation scheme that
puts into correspondence to (5.3.3), (RC,) a finite system S, of efficiently com-
putable convex constraints on variables x and, perhaps, additional variables u,
depending on p > 0 as on a parameter, in such a way that for every p the system
S, is a safe tractable approximation of (RC,), and let X » be the projection of the
feasible set of S, onto the space of x variables.

We say that the conservatism (or “tightness factor”) of the approximation
scheme in question does not exceed ¥ > 1 if, for every p > 0, we have

X9, C X, C X,

Note that the fact that S, is a safe approximation of (RC,) tight within factor
¥ is equivalent to the following pair of statements:

i) [safety] Whenever a vector x and p > 0 are such that x can be extended to a
feasible solution of S,, x is feasible for (RC,);

it) [tightness] Whenever a vector x and p > 0 are such that x cannot be extended
to a feasible solution of S,, x is not feasible for (RCy,).

Clearly, a tightness factor equal to 1 means that the approximation is precise:
X, = X, for all p. In many applications, especially in those where the level of
perturbations is known only “up to an order of magnitude,” a safe approximation
of the RC with a moderate tightness factor is almost as useful, from a practical
viewpoint, as the RC itself.

An important observation is that with a bounded perturbation set Z = Z; C
R% that is symmetric w.r.t. the origin, we can always point out a safe compu-
tationally tractable approximation scheme for (5.3.3), (RC,) with tightness factor
< L.

Indeed, w.l.o.g. we may assume that intZ # @, so that Z is a closed and bounded
convex set symmetric w.r.t. the origin. It is known that for such a set, there always
exist two similar ellipsoids, centered at the origin, with the similarity ratio at most VL,
such that the smaller ellipsoid is contained in Z, and the larger one contains Z. In
particular, one can choose, as the smaller ellipsoid, the largest volume ellipsoid contained
in Z; alternatively, one can choose, as the larger ellipsoid, the smallest volume ellipsoid
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containing Z. Choosing coordinates in which the smaller ellipsoid is the unit Euclidean
ball B, we conclude that B € Z C v/LB. Now observe that B, and therefore Z, contains
the convex hull Z = {¢ € R” : |[¢||s < 1} of the 2L vectors +ep, £ = 1,..., L, where e;
are the basic orths of the axes in question. Since Z clearly contains L~'?B , the convex
hull Z of the vectors +Ley, £ =1,..., L, contains Z and is contained in LZ. Taking, as
S,, the RC of our uncertain constraint, the perturbation set being pZ, we clearly get an
L-tight safe approximation of (5.3.3), (RC,), and this approximation is merely the system
of constraints

A(pLeg)x + b(pLep) € Q, A(—pLeg)xz +b(—pLey) €Q, £=1,..., L,

that is, our approximation scheme is computationally tractable.
5.4 EXERCISES

Exercise 5.1. Find and try to close a logical gap in the proof of the statement

With a bounded perturbation set Z = Z; C RY symmetric w.r.t. the
origin, we always can point out a safe computationally tractable ap-
proximation scheme for (5.3.3), (RC,) with tightness factor < L.

concluding the previous section.

Exercise 5.2. Consider a semi-infinite conic constraint
L
V(¢ € pZ) : aola] + > Giarlz] € Q (Czlp])
=1

Assume that for certain ¢ and some closed convex set Z,, 0 € Z,, the constraint
(Cz.[]) admits a safe tractable approximation tight within the factor ©). Now let Z
be a closed convex set that can be approximated, up to a factor A, by Z,, meaning
that for certain v > 0 we have

V2. C Z C(M\y)Z..

Prove that (Cz[-]) admits a safe tractable approximation, tight within the factor
9.

Exercise 5.3. Let ¥ > 1 be given, and consider the semi-infinite conic con-
straint (Cz[]) “as a function of Z,” meaning that a,[-], 0 < ¢ < L, and Q are once
and forever fixed. In what follows, Z always is a solid (convex compact set with a
nonempty interior) symmetric w.r.t. 0.

Assume that whenever Z is an ellipsoid centered at the origin, (Cz[-]) admits
a safe tractable approximation tight within factor ¥ (as it is the case for ¥ = 1
when Q is the Lorentz cone, see section 6.5).

i) Prove that when Z is the intersection of M centered at the origin ellipsoids:

Z:{CgTQZCS172:1a7M} [QZEO;ZZQ7,>_O}
(Cz]-]) admits a safe tractable approximation tight within the factor v M.
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it) Prove that if Z = {( : [|(|lcc < 1}, then (Cz[]) admits a safe tractable
approximation tight within the factor 9¥,/dim (.

i11) Assume that Z is the intersection of M ellipsoids not necessarily centered
at the origin. Prove that then (Cz[-]) admits a safe tractable approximation
tight within a factor v2M4d.

5.5 NOTES AND REMARKS

NR 5.1. The central role played by Uncertain CO in Robust Optimization
stems from the following reasons:

e The conic form min, {ch Az —b € K} of a convex problem allows one to
naturally separate the problem’s structure (represented by the cone K) from
the problem’s data (represented by (c, A, b)), which is vitally important for
investigating issues related to data uncertainty. Technically speaking, the
main advantage of this format is that the left hand side of conic inequality
Ax — b € K is bi-affine in the data and the decision variables; this fact,
essentially, is the starting point of all our tractability-related results on the
RC. This is in sharp contrast to the usual “Mathematical Programming”
format of an optimization problem min, { fo(x,¢) : fi(z,{) <0,i=1,...,m},
where ( stands for the data; without additional structural assumptions on
how the data enters the objective, this format, while allowing to define the
notion of RC, is poorly suited for investigating the related tractability issues.

e The conic form of a convex program is not only “structure and data revealing”;
it allows also for unified treatment of a wide variety of convex programs, since
just 3 “generic” cones with well understood geometry — (direct products of)
rays, Lorentz and Semidefinite cones — are responsible for “nearly all” convex
problems arising in applications.

The outlined “exceptional” role of the conic format in Robust Optimization was
understood already in the very first papers on Convex RO [3, 4, 49, 50, 18].

NR 5.2. The concept of safe tractable approximation (as opposed to “more
aggressive” approximations, where a solution to the approximating problem not
necessarily is feasible for the problem of interest) in the RO context is very nat-
ural — finally, the entire RO methodology is about safety. A general scheme for
building safe tractable approximations of uncertain conic problems is proposed in
[22]; this scheme, however, does not admit good bounds on its conservatism. The
quantification of conservatism of a safe tractable approximation used in this book
was introduced in [4]. Its “flavor” resembles that of approximation algorithms
aimed at finding suboptimal feasible solutions to difficult optimization problems.
An efficient, (i.e., polynomial time) algorithm for a generic optimization problem
P is called a-approximating, if, as applied to every instance p of the problem, it
produces a feasible solution with the value of the objective by a factor at most



158 CHAPTER 5

« greater than the optimal value of the instance, where « is independent of the
instance’s data. (In order for this definition to make sense, the optimal values of
all instances should be positive.) The concept of an approximating algorithm is
“tailored” to the situations where a feasible solution to an instance can be found
efficiently; what is difficult, is to find a feasible solution that is near-optimal. The
concept of a tight tractable approximation is of the same spirit, but it is adjusted
to the case where the difficulties primarily come from the necessity to satisfy the
constraints.



Chapter Six

Uncertain Conic Quadratic Problems with Tractable RCs

In this chapter we focus on uncertain conic quadratic problems (that is, the sets Q;
in (5.1.2) are given by explicit lists of conic quadratic inequalities) for which the
RCs are computationally tractable.

6.1 A GENERIC SOLVABLE CASE: SCENARIO UNCERTAINTY

We start with a simple case where the RC of an uncertain conic problem (not nec-
essarily a conic quadratic one) is computationally tractable — the case of scenario
uncertainty.

Definition 6.1.1. We say that a perturbation set Z is scenario generated, if
Z is given as the convex hull of a given finite set of scenarios ¢(*):

Z = Conv{¢W, ..., ¢y, (6.1.1)

Theorem 6.1.2. The RC (5.1.5) of uncertain problem (5.1.2), (5.1.4) with
scenario perturbation set (6.1.1) is equivalent to the explicit conic problem

L L
[© + ZZ ¢ T+ [d° + ZZ ¢l -t <0
=1 =1

: Lo w Lo w JA<v<N 6.1.2
WA AT Y (M equ (EVE (6.1.2)
=1 /=1

1<:<m
with a structure similar to the one of the instances of the original uncertain problem.

Proof. This is evident due to the convexity of Q; and the affinity of the left
hand sides of the constraints in (5.1.5) in (. O

The situation considered in Theorem 6.1.2 is “symmetric” to the one con-
sidered in chapter 1, where we spoke about problems (5.1.2) with the simplest
possible sets Q; — just nonnegative rays, and the RC turns out to be computa-
tionally tractable whenever the perturbation set is so. Theorem 6.1.2 deals with
another extreme case of the tradeoff between the geometry of the right hand side
sets Q; and that of the perturbation set. Here the latter is as simple as it could be
— just the convex hull of an explicitly listed finite set, which makes the RC com-
putationally tractable for rather general (just computationally tractable) sets Q;.
Unfortunately, the second extreme is not too interesting: in the large scale case, a
“scenario approximation” of a reasonable quality for typical perturbation sets, like
boxes, requires an astronomically large number of scenarios, thus preventing listing
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them explicitly and making problem (6.1.2) computationally intractable. This is
in sharp contrast with the first extreme, where the simple sets were Q; — Linear
Optimization is definitely interesting and has a lot of applications.

In what follows, we consider a number of less trivial cases where the RC
of an uncertain conic quadratic problem is computationally tractable. As always
with RC, which is a constraint-wise construction, we may focus on computational
tractability of the RC of a single uncertain CQI

1Ay +b(¢) [l < " (¢)y + d(Q), (6.1.3)
=a(y)C+A(y) =07 (y)(+6()

where A(¢) € RF¥*" b(¢) € R¥ ¢(¢) € R™,d(¢) € R are affine in ¢, so that a(y),
B(y),o(y),d(y) are affine in the decision vector y.

6.2 SOLVABLE CASE I: SIMPLE INTERVAL UNCERTAINTY

Consider uncertain conic quadratic constraint (6.1.3) and assume that:

i) The uncertainty is side-wise: the perturbation set Z = Zft x Zright ig the
direct product of two sets (so that the perturbation vector ¢ € Z is split
into blocks n € Z'°f* and y € Z"#") with the left hand side data A(¢),b(¢)
depending solely on 1 and the right hand side data ¢(¢), d(¢) depending solely
on x, so that (6.1.3) reads

| A(n)y +b(n) 2 < " 0y + d(x), (6.2.1)
=a(y)n+6(y) =o' (y)x+3(y)
and the RC of this uncertain constraint reads
Ay +b()ll2 < " (X)y + d(x) V(€ 2%, x € 27eM); (6.2.2)

i1) The right hand side perturbation set is as described in Theorem 1.3.4, that
is, )
zZright — . Ju: Py +Qu+pecK},
where either K is a closed convex pointed cone, and the representation is
strictly feasible, or K is a polyhedral cone given by an explicit finite list of
linear inequalities;

i17) The left hand side uncertainty is a simple interval one:

Zlt = {77 =[04,0b] : |(6A)i;] < 0i5,1 <i<Ek,1<j<mn,
|(0b)i] < 6;, 1 <4 <k},
[A(Q),b(¢)] = [A™, b + [6A4, 6b].

In other words, every entry in the left hand side data [A,b] of (6.1.3), inde-
pendently of all other entries, runs through a given segment centered at the
nominal value of the entry.
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Proposition 6.2.1. Under assumptions 1 — 3 on the perturbation set Z, the
RC of the uncertain CQI (6.1.3) is equivalent to the following explicit system of
conic quadratic and linear constraints in variables y, z, 7, v:
(G:) T +pTU < 5(y)a PTy = U(y)’
QTv =0, veK,

2> (Al + ;] 4 64+ 3 g5 i = 1,k (62:3)
j=1

(b)

[2]l2 < 7
where K, is the cone dual to K.

Proof. Due to the side-wise structure of the uncertainty, a given y is robust
feasible if and only if there exists 7 such that

(@) 7< min {o"(y)x +6(y)}
XEZ“ght
:riliil{aT(y)x:Px+Qu+p€K}+5(y),
() 7= max [[A(n)y +b(n)]:
nEZet

By Conic Duality, a given 7 satisfies (a) if and only if 7 can be extended, by properly

chosen v, to a solution of (6.2.3.a); by evident reasons, 7 satisfies (b) if and only if
there exists z satisfying (6.2.3.0). O

6.3 SOLVABLE CASE II: UNSTRUCTURED NORM-BOUNDED
UNCERTAINTY

Consider the case where the uncertainty in (6.1.3) is still side-wise (Z = Z'°f x
Z18ht) with the right hand side uncertainty set Z*#" as in section 6.2, while the
left hand side uncertainty is unstructured norm-bounded, meaning that

2 = {n e RP*: [Inll2,2 < 1} (6.3.1)
and either
A(n)y +b(n) = A%+ 0" + LT (y)nR (6.3.2)
with L(y) affine in y and R # 0, or
A(n)y +b(n) = A%y + 0" + LT R(y) (6.3.3)

with R(y) affine in y and L # 0. Here

[11l]2,2 = max {|nulls : w € RY, [Jufls <1}

is the usual matrix norm of a p X ¢ matrix 7 (the maximal singular value),
Example 6.3.1.

(i) Imagine that some p x ¢ submatrix P of the left hand side data [A, b] of (6.2.1) is
uncertain and differs from its nominal value P™ by an additive perturbation AP = MTAN
with A having matrix norm at most 1, and all entries in [A, b] outside of P are certain.
Denoting by I the set of indices of the rows in P and by J the set of indices of the columns
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in P, let U be the natural projector of R**! on the coordinate subspace in R" ™! given
by J, and V be the natural projector of R* on the subspace of R* given by I (e.g., with
I={1,2} and J = {1,5}, Uu = [u1;us] € R? and Vu = [u1;uz2] € R?). Then the outlined
perturbations of [A,b] can be represented as
A(n),b(n)] = (A" 0"+ VI M" n(N <1
[A(n),b(n)] = [A7,67]+V n(NU), [Inll22 <1,
LT R

whence, setting Y (y) = [y; 1],

A(n)y + b(n) = [A"y +b"] + LT [RY (y)],
N—_——
R(y)
and we are in the situation (6.3.1), (6.3.3).

(ii) [Simple ellipsoidal uncertainty] Assume that the left hand side perturbation set
Zleft i5 o p-dimensional ellipsoid; w.l.o.g. we may assume that this ellipsoid is just the
unit Euclidean ball B = {n € R? : ||n||2 < 1}. Note that for vectors n € R? = R?*! their
usual Euclidean norm ||n||2 and their matrix norm |[|n||2,2 are the same. We now have

p
Ay +b(n) = [A%Y+ b1+ Y nef A%y + 0] = [A"y + "] + LT (y)nR,
=1
where A" = A° b = b°, R = 1 and L(y) is the matrix with the rows [A%y + b]7,
¢=1,...,p. Thus, we are in the situation (6.3.1), (6.3.2).
Theorem 6.3.2. The RC of the uncertain CQI (6.2.1) with unstructured
norm-bounded uncertainty is equivalent to the following explicit system of LMIs in
variables y, 7, u, A:

(i) In the case of left hand side perturbations (6.3.1), (6.3.2):

(@) T+p"w<d(y), Plo=o0(y), QTv=0, veK,

I LT(y) | Avy 4o (6.3.4)
(b) L(y) Al = 0.
[Amy + b°]T T—\RTR

(ii) In the case of left hand side perturbations (6.3.1), (6.3.3):

(@) T+p"w<d(y), Plo=0(y), QTv=0, veK,

I, — ALTL Aty + b (6.3.5)
(0) Al Ry) | =0.
[Aty+ 0T [ R (y) | 7

Here K, is the cone dual to K.
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Proof. Same as in the proof of Proposition 6.2.1, y is robust feasible for
(6.2.1) if and only if there exists 7 such that

() 7< min {oT(y)x+0(y)}
x€EZTig t
= min {07 (y)x : Px +Qu+p € K}, (6.3.6)

() 7= max Ay -+ bm)],
nezle t

and a given 7 satisfies (a) if and only if it can be extended, by a properly chosen v,
to a solution of (6.3.4.a)<(6.3.5.a). It remains to understand when 7 satisfies (b).
This requires two basic facts.

Lemma 6.3.3. [Semidefinite representation of the Lorentz cone] A vector
[y;t] € R* x R belongs to the Lorentz cone L**! = {[y;¢] € R¥*1 : ¢ > |ly|l2}
if and only if the “arrow matrix”

t yT
A t) =
rrow(y.t) = |-

is positive semidefinite.

Proof of Lemma 6.3.3: We use the following fundamental fact:

Lemma 6.3.4. [Schur Complement Lemma] A symmetric block matrix

<541

with R > 0 is positive (semi)definite if and only if the matrix

P-QTRTQ
is positive (semi)definite.
Schur Complement Lemma = Lemma 6.3.3: When ¢ = 0, we have [y;t] € LF*!
iff y = 0, and Arrow(y,t) = 0 iff y = 0, as claimed in Lemma 6.3.3. Now let
t > 0. Then the matrix tI}, is positive definite, so that by the Schur Complement

Lemma we have Arrow(y,t) = 0 if and only if t > t~1yTy, or, which is the same,
iff [y;t] € LT, When t < 0, we have [y;t] ¢ L¥*1 and Arrow(y,t) % 0. O

Proof of the Schur Complement Lemma: Matrix A = AT is > 0 iff " Pu +
2uTQTv + vTRu > 0 for all u, v, or, which is the same, iff

Vu : 0 < min {uTPu +2uTQTv + vTRv} =u"Pu—u"QTR'Qu

(indeed, since R > 0, the minimum in v in the last expression is achieved when
v = R7'Qu). The concluding relation Vu : v[P — QT R™1QJu > 0 is valid iff
P—QTR'Q>0. Thus, A= 0iff P— QTR™'Q = 0. The same reasoning implies
that A= 0iff P — QTR™'Q » 0. O

We further need the following fundamental result:
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Lemma 6.3.5. [S-Lemmal]

(i) [homogeneous version] Let A, B be symmetric matrices of the same size
such that 27 Az > 0 for some Z. Then the implication

2T Az > 0= 2TBx >0

holds true if and only if
IA>0: B = M\A.

(ii) [inhomogenecous version] Let A, B be symmetric matrices of the same size,
and let the quadratic form 7 Az + 2a”x + « be strictly positive at some point.
Then the implication

tTAr +2d"s +a>0=2"Bx+ 2672+ 5>0
holds true if and only if

B—\A|b" = ha”

IN>0:
=0 b—Xa | B—Aa

= 0.

For proof of this fundamental Lemma, see Appendix B.2.

Coming back to the proof of Theorem 6.3.2, we can now understand when a
given pair 7,y satisfies (6.3.6.0). Let us start with the case (6.3.2). We have

(y, 7) satisfies (6.3.6.D)
—_
& [[A% + Y +LT(y)nR; 7] € LA W nflae < 1)
by (6.3.2)]

=0 Y0 nlz2 <1)

v+ LT (y)nR

T | 7 + R"n" L(y)
‘ TIk

[by Lemma 6.3.3]

i3

7s* + 2517 [g+ LT (y)nR] +7rTr >0 Vis;r] Y(n : ]2z < 1)

& 152 +2syTr+2 min [s(nTL(y)r)TR] +7rTr >0 V[s;7]
n:l[nll2,2<1
& 782425yt r = 2||L(y)r||2||sR]2 + mrTr >0 V[s;7]
s mrlr+ 2(L(y)r)Te+ 21Ty + 782 >0 V(s,r, & : €76 < s2RTR)
I, | LT(y) 0
& IA>0:| L(y) | A =0
g’ T —ARTR

[by the homogeneous S-Lemma; note that R # 0].

The requirement A > 0 in the latter relation is implied by the LMI in the rela-
tion and is therefore redundant. Thus, in the case of (6.3.2) relation (6.3.6.0) is
equivalent to the possibility to extend (y,7) to a solution of (6.3.4.).
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Now let (6.3.3) be the case. We have
(y, 7) satisfies (6.3.6.D)
n . n
& [[AMy+ " +LTR(y); 7] € LM ¥ Inll22 < 1) [by (6.3.3)]

T | 7" + R"(y)n"L
7+ LTnR(y) | I

¢

=0 V(n:nllz2 <1)

[by Lemma 6.3.3]
782+ 2srT [y + LTnR(y)] + 7rTr >0 V[s;r] V(1 : [nllz2 < 1)
752+ 2sy"r+2 min_ [s(n"Lr)TR(y)] + 7rTr >0 V[s;7]

n:lInll2,2<1
782 + 2syTr — 2| Lr||2||sR(y) |2 + 7rfr >0 V[s;7]

¢t ¢ ¢ 2

rTr + 2sRT (y)é + 25Ty + 752 >0 V(s,r,&: €76 <rTLTLr)

7, — ALTL m
IN>0: A, |Rly) | =0
y" R™(y) | 7
[by the homogeneous S-Lemma; note that L # 0].

i3

As above, the restriction A > 0 is redundant. We see that in the case of (6.3.3)
relation (6.3.6.b) is equivalent to the possibility to extend (y,7) to a solution of
(6.3.5.0). 0

6.4 SOLVABLE CASE Ill: CONVEX QUADRATIC INEQUALITY WITH
UNSTRUCTURED NORM-BOUNDED UNCERTAINTY

A special case of an uncertain conic quadratic constraint (6.1.3) is a convex
quadratic constraint

(a) yTAT(Q)A(Q)y < 2yTb(C) + ¢(€)
i) (6.4.1)
®)  12AQy; 1 = 2y"b(¢) — e(O)]ll2 < 14 2y7b(C) + ¢(C).

Here A(Q) is k x n.

Assume that the uncertainty affecting this constraint is an unstructured norm-
bounded one, meaning that

(@) Z={CeRM™:|(]l22 <1},

A(Qy Ay
c(¢) ct

where L(y), R(y) are matrices of appropriate sizes affinely depending on y and such
that at least one of the matrices is constant. We are about to prove that the RC of
(6.4.1), (6.4.2) is computationally tractable. Note that the just defined unstructured
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norm-bounded uncertainty in the data of convex quadratic constraint (6.4.1.a) im-
plies similar uncertainty in the left hand side data of the equivalent uncertain CQI
(6.4.1.a). Recall that Theorem 6.3.2 ensures that the RC of a general-type uncer-
tain CQI with side-wise uncertainty and unstructured norm-bounded perturbations
in the left hand side data is tractable. The result to follow removes the require-
ment of “side-wiseness” of the uncertainty at the cost of restricting the structure
of the CQI in question — now it should come from an uncertain convex quadratic
constraint. Note also that the case we are about to consider covers in particular
the one when the data (A((),b(C), ¢(¢)) of (6.4.1.a) are affinely parameterized by ¢
varying in an ellipsoid (cf. Example 6.3.1.(ii)).

Proposition 6.4.1. Let us set L(y) = [La(y), Ls(y), Lc(y)], where Ly(y),
L.(y) are the last two columns in L(y), and let

LT(y) = [LT () + LT (); L5 (v)] , R(y) = [R(y), Ogxl,
[ 2T+ M| [ARy)T (6.4.3)

A(y) - Any ‘ Ik )

so that A(y), Z(y) and E(y) are affine in y and at least one of the latter two matrices
is constant.

The RC of (6.4.1), (6.4.2) is equivalent to the explicit LMI § in variables y,
A as follows:

(i) In the case when E(y) is independent of y and is nonzero, S is

Ry) | My |77 N

(ii) In the case when ﬁ(Y) is independent of y and is nonzero, S is

L) | A |77 N

(iii) In all remaining cases (that is, when either Z(y) =0, or ﬁ(y) =0, or
both), S is
A(y) = 0. (6.4.6)
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Proof. We have
yTAT(QAQy < 2y7b(¢) +¢(¢) V(e Z

2y"b(¢) +¢(Q) | [AQy)"
= { Alcly ‘ A }>0 V(e Z

[Schur Complement Lemmal
A(y)

2yTbn +Cn ‘ [Any]T
Ay ‘ I

B(y,¢)

N [ 2L (y)¢R(y) + LT (y)¢R(y) | RT(y)¢TLa(y)
L (y)¢R(y) |

=0 V(C:[¢llz2 <)
by (6.4.2)]

s A(y) + LT(y)¢R(y) + RT(y)¢TL(y) = 0 Y(C: ¢l <1)  [by (6.4.3)].

Now the reasoning can be completed exactly as in the proof of Theorem 6.3.2.
Consider, e.g., the case of (i). We have

yTAT(OAQ)Y < 29™b(0) +¢(¢) V€ Z
& A(y)+ LTCR(y) + RT(y)¢C"L = 09(C : |[¢]l2.2 < 1) [already proved]
& ETAW)E +2LOTCRY)E >0 VE V(¢ ||l < 1)
& ETA)E - 2ILE]oIR(y)Ell2 > 0 Ve

& TAWE+2TRy)E >0 V(E,n: 0Ty < TLTLE)

] = 0 [S-Lemmal]

< d: [
and we arrive at (6.4.4). O

6.5 SOLVABLE CASE IV: CQI WITH SIMPLE ELLIPSOIDAL
UNCERTAINTY

The last solvable case we intend to present is of uncertain CQI (6.1.3) with an
ellipsoid as the perturbation set. Now, unlike the results of Theorem 6.3.2 and
Proposition 6.4.1, we neither assume the uncertainty side-wise, nor impose specific
structural restrictions on the CQI in question. However, whereas in all tractability
results stated so far we ended up with a “well-structured” tractable reformulation of
the RC (mainly in the form of an explicit system of LMIs), now the reformulation
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will be less elegant: we shall prove that the feasible set of the RC admits an
efficiently computable separation oracle — an efficient computational routine that,
given on input a candidate decision vector y, reports whether this vector is robust
feasible, and if it is not the case, returns a separator — a linear form e’
space of decision vectors such that

z on the

eTy > sup eTz,
zeY

where Y is the set of all robust feasible solutions. Good news is that equipped with
such a routine, one can optimize efficiently a linear form over the intersection of
Y with any convex compact set Z that is itself given by an efficiently computable
separation oracle. On the negative side, the family of “theoretically efficient” op-
timization algorithms available in this situation is much more restricted than the
family of algorithms available in the situations we encountered so far. Specifically,
in these past situations, we could process the RC by high-performance Interior
Point polynomial time methods, while in our present case we are forced to use
slower black-box-oriented methods, like the Ellipsoid algorithm. As a result, the
design dimensions that can be handled in a realistic time can drop considerably.

We are about to describe an efficient separation oracle for the feasible set

Y ={y:[laly)¢+ B2 <o (y)¢+d(y) V(C:¢T¢ <1} (6.5.1)

of the uncertain CQI (6.1.3) with the unit ball in the role of the perturbation set;
recall that a(y), B(y), o(y), 6(y) are affine in y.

Observe that y € Y if and only if the following two conditions hold true:

0<o"(y)¢+d(y) V(¢: ¢l <)
& o)z < 6(y) (a)

(0T ()¢ +6(y)* — [ay)C + B  [a(y)¢ + B(y)] >0

V(¢:¢T¢ <)
& IA>0: (6.5.2)
Al +T0(y)0T(y) 5(&)0T(y)
_ —a (y)a(y) -6 (y)a(y)
A= 5(y)o(y) §%(y) — BT (v)B(y) =0 )
—a’ (y)B(y) —A

where the second < is due to the inhomogeneous S-Lemma. Observe that given y,
it is easy to verify the validity of (6.5.2). Indeed,

i) Verification of (6.5.2.a) is trivial.

it) To verify (6.5.2.b), we can use bisection in A as follows.
First note that any A > 0 satisfying the matrix inequality (MI) in (6.5.2.b)
clearly should be < A\, = 6%(y) — BT (y)B(y). If Ay < 0, then (6.5.2.b)
definitely does not take place, and we can terminate our verification. When
A > 0, we can build a shrinking sequence of localizers A; = [)\;, \¢] for the
set A, of solutions to our MI, namely, as follows:
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e We set A\ = 0, \g = A, thus ensuring that A, C Ay.

e Assume that after t — 1 steps we have in our disposal a segment A;_q,
Ay 1 C Ay_o C ... C Ap, such that A, € Ay_1. Let A\ be the midpoint
of Ay_1. At step t, we check whether the matrix A,(\¢) is > 0; to this end
we can use any one from the well-known Linear Algebra routines capable to
check in O(k®) operations positive semidefiniteness of a k x k matrix A, and
if it is not the case, to produce a “certificate” for the fact that A ¥ 0 — a
vector z such that 27 Az < 0. If 4,(\;) = 0, we are done, otherwise we get
a vector z; such that the affine function fi(\) = 2} A,(\)2; is negative when
A = A Setting Ay = {\ € Ai_q : f:(\) > 0}, we clearly get a new localizer
for A, that is at least twice shorter than A;_q; if this localizer is nonempty,
we pass to step t + 1, otherwise we terminate with the claim that (6.5.2.b) is
not valid.

Since the sizes of subsequent localizers shrink at each step by a factor of at
least 2, the outlined procedure rapidly converges: for all practical purposes!
we may assume that the procedure terminates after a small number of steps
with either a A that makes the MI in (6.5.2) valid, or with an empty localizer,
meaning that (6.5.2.b) is invalid.

So far we built an efficient procedure that checks whether or not y is robust feasible
(i.e., whether or not y € Y'). To complete the construction of a separation oracle
for Y, it remains to build a separator of y and Y when y ¢ Y. Our “separation
strategy” is as follows. Recall that y € Y if and only if all vectors v, (¢) = [a(y)¢ +
B(y); 0T (y)¢ + d(y)] with [|¢]l2 < 1 belong to the Lorentz cone L**1 where k =
dim B(y). Thus, y € Y if there exists ¢ such that [|C[|2 < 1 and v, ({) ¢ LF*.
Given such a ¢, we can immediately build a separator of y and Y as follows:

i) Since v,({) ¢ LFT!, we can easily separate v,(¢) and L**1. Specifically,

setting v, (¢) = [a;b], we have b < ||al|2, so that setting e = [a/||a||2; —1], we

have eTv,(¢) = |lall2 — b > 0, while eTu < 0 for all u € L1,

ii) After a separator e of v,(¢) and L*! is built, we look at the function ¢(z) =
eTv,(¢). This is an affine function of z such that

sup ¢(2) < sup efu < efvy(¢) = ¢(y)
z€Y u€eLk+1

where the first < is given by the fact that v,({) € L¥*! when z € Y. Thus,
the homogeneous part of ¢(-), (which is a linear form readily given by e),
separates y and Y.

In summary, all we need is an efficient routine that, in the case when y € Y, i.e.,

Z,={C:|ICll2 < 1, vy(Q) g LM} £,

1We could make our reasoning precise, but it would require going into tedious technical details
that we prefer to skip.
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finds a point ¢ € ZAy (“an infeasibility certificate”). Here is such a routine. First,
recall that our algorithm for verifying robust feasibility of y reports that y ¢ Y in
two situations:

e |o(y)|l2 > d(y). In this case we can without any difficulty find a (, ||C[]2 < 1,
such that o (y)¢ + d(y) < 0. In other words, the vector v, () has a negative last
coordinate and therefore it definitely does not belong to LF*'. Such a ( is an
infeasibility certificate.

e We have discovered that (a) A+ < 0, or (b) got A; = 0 at a certain step
t of our bisection process. In this case building an infeasibility certificate is more
tricky.

Step 1: Separating the positive semidefinite cone and the “matrix ray”
{A,(X\) : A > 0}. Observe that with zq defined as the last basic orth in REF!, we
have fo(\) = 20 A, (M\)z0 < 0 when A > ;. Recalling what our bisection process is,
we conclude that in both cases (a), (b) we have at our disposal a collection z, ..., 2
of (L + 1)-dimensional vectors such that with fs(A) = 2’4, (\)zs we have f(\) =
min [fo(A), f1(A), ..., fr(A)] < 0 for all A > 0. By construction, f(A) is a piecewise
linear concave function on the nonnegative ray; looking at what happens at the
maximizer of f over A > 0, we conclude that an appropriate convex combination
of just two of the “linear pieces” fo(\), ..., ft(A\) of f is negative everywhere on
the nonnegative ray. That is, with properly chosen and easy-to-find « € [0, 1] and
1,70 <t we have

dN) =afr,(AN)+ (1 —a)f,(A) <0 YA >0.

Recalling the origin of f,()\) and setting 2! = \/az,,, 22 = V1 — az,,, Z = 2} [z1]T+
2[22T

z]*, we have

0> o(\) =[2""A,(\)2' + 23T A,(\)2% = Tr(A4,(\)Z) VA >0. (6.5.3)

This inequality has a simple interpretation: the function ®(X) = Tr(X Z) is a linear
form on SZ+! that is nonnegative on the positive semidefinite cone (since Z = 0
by construction) and is negative everywhere on the “matrix ray” {A,(\) : A > 0},
thus certifying that this ray does not intersect the positive semidefinite cone (the
latter is exactly the same as the fact that (6.5.2.) is false).

Step 2: from Z to (. Relation (6.5.3) says that an affine function ¢()\) is nega-
tive everywhere on the nonnegative ray, meaning that the slope of the function is
nonpositive, and the value at the origin is negative. Taking into account (6.5.2),
we get

. o(y)o’ () 8(y)o” (v)
Z14+1,04+1 = ZZM, Tr(Z _(;(y()?(o;()y) —B" (y)a(y) ) < 0.

52(y) — BT (y)B(y)

4,(0)
(6.5.4)
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Besides this, we remember that Z is given as z![2!]T 4 22[22]7. We claim that

() We can efficiently find a representation Z = eel + ffT such that
e, f € LEtL

Taking for the time being (!) for granted, let us build an infeasibility certificate.
Indeed, from the second relation in (6.5.4) it follows that either Tr(4,(0)ee’) < 0,
or Tr(A4,(0)ffT) <0, or both. Let us check which one of these inequalities indeed
holds true; w.l.o.g., let it be the first one. From this inequality, in particular, e # 0,
and since e € LY+, we have er,; > 0. Setting ¢ = e/er,1 = [(;1], we have
Tr(A,(0)ee?) = eT A,(0)e < 0, that is,

§%(y) — B (y)By) + 20(y)o™ (y)¢ — 287 (y)a(y)¢ + (To(y)o™ (y)¢
—(Ta™ (y)a(y)¢ <0,

or, which is the same,

(6(y) + o (1)) < (aly)C + B) (a(y)C + B(y))-

We see that the vector v, (¢) = [a(y)(+B(y); o7 (y)(+0(y)] does not belong to LL+1,
while € = [(;1] € LI+ that is, ||C[]2 < 1. We have built a required infeasibility
certificate.

It remains to justify (!). Replacing, if necessary, z* with —z' and z? with —z%, we
can assume that Z = 2'[2']7 + 22[2%]T with 2! = [p; 5], 2% = [¢; ], where 5,7 > 0. Tt may
happen that z!, 22 € L' — then we are done. Assume now that not both z!, z? belong
to LE*! ) say, z' ¢ LYT! that is, 0 < s < ||p||2. Observe that Zr41 41 = s° + % and

L
S Zii = pTp+q~ q; therefore the first relation in (6.5.4) implies that s +1r2 > pTp4q7q.

i=1
Since 0 < s < ||p||l2 and 7 > 0, we conclude that r > ||q||2. Thus, s < ||pll2, 7 > |lql|2,
whence there exists (and can be easily found) a € (0,1) such that for the vector e =

Vaz'+/1—az® = [u;t] we have ep41 = /€2 + ... + €. Setting f = —/1 — az' +/a2?,
we have ee” + ffT = 2' 21T + 2?[2%]T = Z. We now have

L L L
0< Zosiirn — 3 Zi = etqn + fion — »_lei + [ = fiea — D 15
i=1 i=1 i=1
thus, replacing, if necessary, f with —f, we see that e, f € LYt and Z = ee” + ff7, as
required in (!).

6.5.1 Semidefinite Representation of the RC of an Uncertain CQI with Simple
Ellipsoidal Uncertainty

This book was nearly finished when the topic considered in this section was signif-
icantly advanced by R. Hildebrand [62, 63] who discovered an explicit SDP repre-
sentation of the cone of “Lorentz-positive” n x m matrices (real m x n matrices
that map the Lorentz cone L™ into the Lorentz cone L™). Existence of such a
representation was a long-standing open question. As a byproduct of answering
this question, the construction of Hildebrand offers an explicit SDP reformulation
of the RC of an uncertain conic quadratic inequality with ellipsoidal uncertainty.
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The RC of an uncertain conic quadratic inequality with ellipsoidal un-
certainty and Lorentz-positive matrices. Consider the RC of an uncertain
conic quadratic inequality with simple ellipsoidal uncertainty; w.l.o.g., we assume
that the uncertainty set Z is the unit Euclidean ball in some R™~!, so that the RC
is the semi-infinite constraint of the form

Blz]¢ +b[z] e L" V(¢ e R™ 71 : (T < 1), (6.5.5)

with B[z], b[z] affinely depending on x. This constraint is clearly exactly the same
as the constraint
Blz]€ + 7b[z] € L™ V([&; 7] € L™).

We see that « is feasible for the RC in question if and only if the nxm matrix M [x] =
[B[z], b|z]] affinely depending on x is Lorentz-positive, that is, maps the cone L™
into the cone L". It follows that in order to get an explicit SDP representation of
the RC, is suffices to know an explicit SDP representation of the set P, ,, of n x m
matrices mapping L™ into L™.

SDP representation of P, ,, as discovered by R. Hildebrand (who used tools

going far beyond those used in this book) is as follows.

A. Given m,n, we define a linear mapping A — W(A) from the space R™*™
of real n X m matrices into the space S of symmetric N x N matrices with
N = (n—1)(m — 1), namely, as follows.

Un + UL U2 s Un—1
U2 Up — UL
Let Whlu] = . . , so that W, is a sym-
Un—1 Un — UL

metric (n — 1) X (n — 1) matrix depending on a vector u of n real variables.
Now consider the Kronecker product Wiu,v] = Wy[u] @ Win[v]. 2 W is a
symmetric N X N matrix with entries that are bilinear functions of u and v
variables, so that an entry is of the form “weighted sum of pair products of
the u and the v-variables.” Now, given an n X m matrix A, let us replace pair
products u;vg in the representation of the entries in Wu, v] with the entries
A of A. As a result of this formal substitution, W will become a symmetric
(n —1) x (m — 1) matrix W(A) that depends linearly on A.

B. We define a linear subspace L,,, in the space S¥ as the linear span
of the Kronecker products S@ T of all skew-symmetric real (n — 1) x (n — 1)
matrices S and skew-symmetric real (m — 1) X (m — 1) matrices 7. Note that the
Kronecker product of two skew-symmetric matrices is a symmetric matrix, so that
the definition makes sense. Of course, we can easily build a basis in £,,, — it
is comprised of pairwise Kronecker products of the basic (n — 1)-dimensional and
(m — 1)-dimensional skew-symmetric matrices.

2Recall that the Kronecker product A® B of a p x ¢ matrix A and an r x s matrix B is the
pr X gs matrix with rows indexed by pairs (i,k), 1 < ¢ < p, 1 < k < r, and columns indexed
by pairs (j,£), 1 < j < q,1 <£ <s, and the ((3,k), (j,£))-entry equal to A;;By,. Equivalently,
AQ B is a p x g block matrix with r x s blocks, the (i, j)-th block being A;; B.
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The Hildebrand SDP representation of P, ., is given by the following:

Theorem 6.5.1. [Hildebrand [63, Theorem 5.6]] Let min[m,n] > 3. Then an
n X m matrix A maps L™ into L™ if and only if A can be extended to a feasible
solution to the explicit system of LMIs

WA +X =0, X €L
in variables A, X.
As a corollary,
When m — 1 := dim¢ > 2 and n := dim b[z] > 3, the explicit (n —1)(m —1) x (n —

1)(m — 1) LMI
W([Blz],b[z]]) + X = 0 (6.5.6)

in variables ¢ and X € L,, ,, is an equivalent SDP representation of the semi-infinite
conic quadratic inequality (6.5.5) with ellipsoidal uncertainty set.

The lower bounds on the dimensions of ¢ and b[z] in the corollary do not restrict
generality — we can always ensure their validity by adding zero columns to B[z]
and/or adding zero rows to [B[z], b[x]].

6.6 ILLUSTRATION: ROBUST LINEAR ESTIMATION

Consider the situation as follows: we are given noisy observations
w= I, +A)z+¢ (6.6.1)

of a signal z that, in turn, is the result of passing an unknown input signal v through
a given linear filter: z = Av with known p X ¢ matrix A. The measurements contain
errors of two kinds:

e bias Az linearly depending on z, where the only information on the bias
matrix A is given by a bound [|All2,2 < p on its norm;

e random noise ¢ with zero mean and known covariance matrix ¥ = E{¢¢7}.

The goal is to estimate a given linear functional f7v of the input signal. We restrict
ourselves with estimators that are linear in w:

f=a"w,
where z is a fixed weight vector. For a linear estimator, the mean squares error is

EstErr = E{(@T[(I+ A)Av+ £ — fTv)2}

— AT+ AT)a - fIT0)* + TS0

Now assume that our a priori knowledge of the true signal is that v7Qv < R2,
where @ > 0 and R > 0. In this situation it makes sense to look for the minimax
optimal weight vector x that minimizes the worst, over v and A compatible with
our a priori information, mean squares estimation error. In other words, we choose
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x as the optimal solution to the following optimization problem

min  max _(([AT(I+AT)z - f]Tv)2 +:vTEx)1/2. (P)
T vl Qu<R2 N —

A:l[Allg 2<p S

Now, T T 1/2
St — = St — RQ~
P a5~ I = e [So = JIHRQ™ )
= R|Q™Y2Sz — Q"2 [ |5,
H:—/
f

so that (P) reduces to the problem

—~

min [z7%z 4+ R? max || QY2AT(I+ AT)z — f|3,
T IA]l2,2<p

B

which is exactly the RC of the uncertain conic quadratic program
. { VIS <t |52, <1, }
min §?: ,
S

~ 6.6.2
1Bz — fll» < R (6.6.2)

x,t,7,s

where the only uncertain element of the data is the matrix B = Q~/2A7 (I 4+ AT)
running through the uncertainty set

U={B=Q AT +pQ ?AT(,( € Z={C € RPP  |(|la2 < 1}}.  (6.6.3)
———
Bn
The uncertainty here is the unstructured norm-bounded one; the RC of (6.6.2),
(6.6.3) is readily given by Theorem 6.3.2 and Example 6.3.1.(i). Specifically, the
RC is the optimization program
VP2 482 <t |82z, <,
min d - Rflqu — A\p?Bn Bl Bnz — f

z,t,r,8,A ’ )\Ip x >_‘ 0 ’

[Bnz — f]* T | R71s

(6.6.4)

which can further be recast as an SDP.
Next we present a numerical illustration.

Example 6.6.1. Consider the problem as follows:

A thin homogeneous iron plate occupies the 2-D square D = {(z,y) : 0 <
x,y < 1}. At time ¢ = 0 it was heated to temperature 7'(0, z,y) such that
fD (0,z,y)dxdy < T¢ with a given Tp, and then was left to cool; the
temperature along the perimeter of the plate is kept at the level 0° all the
time. At a given time 27 we measure the temperature 7'(27,z,y) along the
2-D grid
k—1/2

N
The vector w of measurements is obtained from the vector

F:{(UH,UU):lgﬂ,VSN}, Uk =

z={T271,up,ur):1 < p,v <N}

according to (6.6.1), where ||A]|2,2 < p and £, are independent Gaussian
random variables with zero mean and standard deviation o. Given the mea-
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surements, we need to estimate the temperature T'(7,1/2,1/2) at the center
of the plate at time .

It is known from physics that the evolution in time of the temperature
T(t,x,y) of a homogeneous plate occupying a 2-D domain €2, with no sources of
heat in the domain and heat exchange solely via the boundary, is governed by the

0 0? 02
—T=—+=—).T
ot (a;ﬁ + ay2>

(In fact, in the right hand side there should be a factor - representing material’s

properties, but by an appropriate choice of the time unit, this factor can be made
equal to 1.) For the case of Q = D and zero boundary conditions, the solution to

heat equation

this equation is as follows:

T(t,x,y) = Y apeexp{—(k* + *)’t} sin(wkz) sin(rly), (6.6.5)
k=1
where the coefficients ag¢ can be obtained by expanding the initial temperature
into a series in the orthogonal basis ¢xs(z,y) = sin(rkz) sin(nly) in Lo(D):

ane =1 [ T(0.2.9)us(,y)dwdy.
D

In other words, the Fourier coefficients of T'(t,-,-) in an appropriate orthogonal
spatial basis decrease exponentially as ¢ grows, with the “decay time” (the smallest
time in which every one of the coefficients is multiplied by factor < 0.1) equal to

_In(10)

oon2
Setting vy = age exp{—(k?+¢?)727}, the problem in question becomes to estimate

T(r,1/2,1/2) =Y vredre(1/2,1/2)

k.0

given observations

w=T+A)z+¢ z2={T21,uu,u,): 1 < p,v <N},
é-:{guuNN((LUz):lS:quSN}

(&, are independent).
Finite-dimensional approximation. Observe that
ape = exp{m?(k* + 0%)T }oke
and that
szg exp{2m?(k* + )1} = Zaié = 4/D T%(0,z,y)drdy < 4TZ. (6.6.6)
k,f kL

It follows that
loge| < 2T exp{—n?(k? + (*)7}.
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Now, given a tolerance € > 0, we can easily find L such that
€

exp{fﬂ'z(k2 + 62)7'} < —,
> 2T,
ko 0:k2 02> L2

meaning that when replacing by zeros the actual (unknown!) vy, with k2 +¢2 > L2
we change temperature at time 7 (and at time 27 as well) at every point by at most
€. Choosing € really small (say, e = 1.e-16), we may assume for all practical purposes
that vy = 0 when k2 4+ ¢2 > L?, which makes our problem a finite-dimensional one,
specifically, as follows:

Given the parameters L, N, p, o, Ty and observations
w=UI+A)z+¢, (6.6.7)

where [[All22 < p, £ ~ N(0,02) are independent, z = Av is defined
by the relations
2 = Z exp{—71'2(k2 +€2)T}vk5¢k5(uu,uy), 1<p,v<N,
k2402<L2
and v = {vge}tr242<r2 is known to satisfy the inequality
v Qu = Z v, exp{2m?(k? + )1} < ATE,
k2+402<L2
estimate the quantity
> vkedre(1/2,1/2),
k24+02<L2

where ¢re(z,y) = sin(rkx) sin(nly) and u, = IHTI/Z

The latter problem fits the framework of robust estimation we have built, and we
can recover T = T(1,1/2,1/2) by a linear estimator

T = E TppWyy
8%

with weights x,,, given by an optimal solution to the associated problem (6.6.4).

Assume, for example, that 7 is half of the decay time of our system:
11
1 n(10)
2 22

~ 0.0583,

and let

Ty = 1000, N = 4.
With € = l.e-15, we get L = 8 (this corresponds to just 41-dimensional space for
v’s). Now consider four options for p and o:

(a) p=1le9, oc=1e9
(b) p=0, o=1.e3
() p=1le3, oc=1e3
(d) p=1lel, oc=1lel
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In the case of (a), the optimal value in (6.6.4) is 0.0064, meaning that the expected
squared error of the minimax optimal estimator never exceeds (0.0064)%. The min-

imax optimal weights are

6625.3 —2823.0 —2.8230 6625.3
—2823.0 1202.9 1202.9 —2823.0
—2823.0 1202.9 1202.9 —2823.0

6625.3 —2823.0 —2823.0 6625.3

(A)

(we represent the weights as a 2-D array, according to the natural structure of the
observations).

In the case of (b), the optimal value in (6.6.4) is 0.232, and the minimax optimal
weights are

—55.6430 —55.6320 —55.6320 —55.6430
—55.6320  56.5601 56.5601 —55.6320
—55.6320  56.5601 56.5601 —55.6320
—55.6430 —55.6320 —55.6320 —55.6430

(B)

In the case of (c), the optimal value in (6.6.4) is 8.92, and the minimax optimal
weights are

—0.4377 —0.2740 —-0.2740 —0.4377
—0.2740 1.2283 1.2283 —0.2740
—0.2740 1.2283 1.2283 —0.2740
—0.4377 —-0.2740 —-0.2740 —-0.4377

(©)

In the case of (d), the optimal value in (6.6.4) is 63.9, and the minimax optimal
weights are

0.1157 0.2795 0.2795 0.1157
0.2795 0.6748 0.6748 0.2795
0.2795 0.6748 0.6748 0.2795
0.1157 0.2795 0.2795 0.1157

(D)

Now, in reality we can hardly know exactly the bounds p, 0 on the measure-
ment errors. What happens when we under- or over-estimate these quantities? To
get an orientation, let us use every one of the weights given by (A), (B), (C), (D) in
every one of the situations (a), (b), (c), (d). This is what happens with the errors
(obtained as the average of observed errors over 100 random simulations using the
“nearly worst-case” signal v and “nearly worst-case” perturbation matrix A):

@ | ® | © | @
) 0.001 18.0 | 6262.9 | 6.26eb
) | 0.063 | 0.232 89.3 8942.7
) 8.85 8.85 8.85 108.8
) | 8.94 8.94 8.94 63.3

We clearly see that, first, in our situation taking into account measurement errors,
even pretty small ones, is a must (this is so in all ill-posed estimation problems —
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those where the condition number of By is large). Second, we see that underes-
timating the magnitude of measurement errors seems to be much more dangerous
than overestimating them.

6.7 EXERCISES

Exercise 6.1. Consider the situation as follows (cf. section 6.6). We are given

an observation
y=Ax+beR™

of unknown signal € R™. The matrix B = [4;}] is not known exactly; all we know
is that B€ B={B =B, + LTAR: A € RP*% ||A]|22 < p}. Build an estimate v
of the vector Qx, where @ is a given k X n matrix, that minimizes the worst-case,
over all possible true values of z, || - ||2 estimation error.

6.8 NOTES AND REMARKS

NR 6.1. Tractable reformulation of an uncertain LMI with unstructured
norm-bounded perturbation underlying Theorem 6.3.2 and Proposition 6.4.1 was
discovered in [32]. S-Lemma, along with the (much simpler) Schur Complement
Lemma, form the two most powerful tools in Semidefinite Optimization and in Con-
trol Theory. The S-Lemma was discovered by V.A. Yakubovich in 1971; for a com-
prehensive “optimization-oriented” survey of the related issues, see [94]. Tractabil-
ity of the RC of uncertain CQI with simple ellipsoidal uncertainty (section 6.5) was
established independently in [3] and [49].



Chapter Seven

Approximating RCs of Uncertain Conic Quadratic Problems

In this chapter we focus on tight tractable approximations of uncertain CQIs —
those with tightness factor independent (or nearly so) of the “size” of the description
of the perturbation set. Known approximations of this type deal with side-wise
uncertainty and two types of the left hand side perturbations: the first is the case
of structured norm-bounded perturbations to be considered in section 7.1, while the
second is the case of N-ellipsoidal left hand side perturbation sets to be considered
in section 7.2.

7.1 STRUCTURED NORM-BOUNDED UNCERTAINTY

Consider the case where the uncertainty in CQI (6.1.3) is side-wise with the right
hand side uncertainty as in section 6.2, and with structured norm-bounded left
hand side uncertainty, meaning that

i) The left hand side perturbation set is
n” € RPv>*4 vy < N
Zt = pZ = =" on™) s Il < pVW <N (7.1.1)
n =0,1p,,,0, e R, velg

v

Here Zg is a given subset of the index set {1,..., N} such that p, = ¢, for
IS IS-

Thus, the left hand side perturbations n € ZI¢f* are block-diagonal matrices
with p, X ¢, diagonal blocks n¥,v = 1,...,N. All of these blocks are of
matrix norm not exceeding 1, and, in addition, prescribed blocks should be
proportional to the unit matrices of appropriate sizes. The latter blocks are
called scalar, and the remaining — full perturbation blocks.

1) We have

N
A(m)y +b(n) = Ay + "+ > L (y)n" R (y), (7.1.2)

v=1
where all matrices L, (y) # 0, R, (y) # 0 are affine in y and for every v, either
L,(y), or R,(y), or both are independent of y.

Remark 7.1.1. W.l.o.g., we assume from now on that all scalar perturbation
blocks are of the size 1 x 1: p, = ¢q, = 1 for all v € Tg.
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To see that this assumption indeed does not restrict generality, note that if v € Zg,
then in order for (7.1.2) to make sense, R, (y) should be a p, x 1 vector, and L, (y)
should be a p, x k matrix, where k is the dimension of b(n). Setting R,(y) =
1, L,(y) = RL(y)L,(y), observe that L,(y) is affine in y, and the contribution
0, LT (y)R,(y) of the v-th scalar perturbation block to A(n)y + b(n) is exactly the
same as if this block were of size 1 x 1, and the matrices L, (y), R, (y) were replaced
with L, (y), R, (y), respectively.

Note that Remark 7.1.1 is equivalent to the assumption that there are no
scalar perturbation blocks at all — indeed, 1 x 1 scalar perturbation blocks can be
thought of as full ones as well. !.

Recall that we have already considered the particular case N = 1 of the
uncertainty structure. Indeed, with a single perturbation block, that, as we just
have seen, we can treat as a full one, we find ourselves in the situation of side-wise
uncertainty with unstructured norm-bounded left hand side perturbation (section
6.3). In this situation the RC of the uncertain CQI in question is computationally
tractable. The latter is not necessarily the case for general (N > 1) structured
norm-bounded left hand side perturbations. To see that the general structured
norm-bounded perturbations are difficult to handle, note that they cover, in partic-
ular, the case of interval uncertainty, where ZI°® is the box {n € RY : ||n]l < 1}
and A(n), b(n) are arbitrary affine functions of 7.

Indeed, the interval uncertainty

N
Ay +b(n) = [A%y+ 0"+ 3 [A%y + ']
N
= [Aly+0b"] + Ay +b"]m, - 1,
[A%y + "] V;[ y+0b"]m
L (y) R ()

is nothing but the structured norm-bounded perturbation with 1 x 1
perturbation blocks.

From the beginning of section 5.2 we know that the RC of uncertain CQI with
side-wise uncertainty and interval uncertainty in the left hand side in general is
computationally intractable, meaning that structural norm-bounded uncertainty
can be indeed difficult.

7.1.1 Approximating the RC of Uncertain Least Squares Inequality

We start with deriving a safe tractable approximation of the RC of an uncertain

Least Squares constraint
[A(m)y +b(n)ll2 < T, (7.1.3)

LA reader could ask, why do we need the scalar perturbation blocks, given that finally we can
get rid of them without loosing generality. The answer is, that we intend to use the same notion
of structured norm-bounded uncertainty in the case of uncertain LMIs, where Remark 7.1.1 does
not work.
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with structured norm-bounded perturbation (7.1.1), (7.1.2).
Step 1: reformulating the RC of (7.1.3), (7.1.1), (7.1.2) as a semi-infinite

LMI. Given a k-dimensional vector u (k is the dimension of b(n)) and a real 7, let

us set
7T ]

Arrow(u,t) = [ R
Tlg

Recall that by Lemma 6.3.3 ||u||z < 7 if and only if Arrow(u, ) = 0. It follows that
the RC of (7.1.3), (7.1.1), (7.1.2), which is the semi-infinite Least Squares inequality
IA(y +b(m)l2 < 7y € 2,7,

can be rewritten as
Arrow(A(n)y + b(n),7) = 0 Vn € Z}fft. (7.1.4)

Introducing k x (k+1) matrix £ = [Ogx1, ;] and 1 x (k+1) matrix R = [1,0, ..., 0],
we clearly have

Arrow(A(n)y + b(n), ) = Arrow(A%y + b1, 7)

+ ]2::1 [LTLf(y)nuRy(y)R + RTRZ(ZU)[U"]TLV(y)L] . (7.1.5)

Now, since for every v, either L,(y), or R,(y), or both, are independent of y,
T as ¥, and swapping L,(y)L and R,(y)R, we may
assume w.l.o.g. that in the relation (7.1.5) all factors L, (y) are independent of y,

renaming, if necessary [n"]

so that the relation reads
Arrow(A(n)y + b(n), ) = Arrow(A%y + 0™, 7)

N ~ ~
+ 3 [£7L] n” Ru(y)R+RL (y)[n")" L]
=1 \A,_/ ——

LT R, (y)

v

where Ey(y) are affine in y and L, # 0. Observe also that all the symmetric
matrices R R R R

B, (y,n") = L{n" Ry (y) + R} (y)[n"]" L,
are differences of two matrices of the form Arrow(u,7) and Arrow(u’,7), so that
these are matrices of rank at most 2. The intermediate summary of our observations
is as follows:

(#): The RC of (7.1.3), (7.1.1), (7.1.2) is equivalent to the semi-infinite LMI

N v RPV Xqu
A AR pit B, I=0V|(n: e ’
rrow(A y + b7, 7) +V§::1 (y,n") = (77 [7]l22 < pVv < N

Bo(y,7)
’ (7.1.6)

B,(y,n") = LIn"R,(y) + RE(y)[n"]" Ly, v =1,...,N
Py =q, = 1Vv €I

Here ﬁ(y) are affine in y, and for all y, allv > 1 and all n” the ranks of the matrices
B, (y,n") do not exceed 2.



182 CHAPTER 7

Step 2. Approximating (7.1.6). Observe that an evident sufficient condition
for the validity of (7.1.6) for a given y is the existence of symmetric matrices Y,,,
v =1,...,N, such that

Y, = B,(y,n")V(n" € Z, ={n" : In"|l22 < LiveIs=n" €RI,}) (7.1.7)

and N
Bo(y,7)—p» Y, = 0. (7.1.8)
v=1

We are about to demonstrate that the semi-infinite LMIs (7.1.7) in variables Y., y, 7
can be represented by explicit finite systems of LMIs, so that the system S° of semi-
infinite constraints (7.1.7), (7.1.8) on variables Y1, ..., Yy, y, T is equivalent to an
explicit finite system S of LMIs. Since SY, due to its origin, is a safe approximation
of (7.1.6), so will be S, (which, in addition, is tractable). Now let us implement
our strategy.

19, Let us start with v € Zs. Here (7.1.7) clearly is equivalent to just two

LMIs o o
Y, = B,(y) = LYR,(y) + RY(y)L, & Y, = —B,(y). (7.1.9)

20, Now consider relation (7.1.7) for the case v ¢ Zs. Here we have
(Y., y) satisfies (7.1.7)
uYou 2 ul By (y,n”)u Vu¥(n” : [i”][22 < 1)
! You = ul L By (y)u+ o BY ()] Low Vv (” < 1"
u!Yyu > 2 L By (y)u vy (- [ 22 < 1)
Yo > 2| Lyullo | Ry)ull2 Yu
= uTY,u — 26T R, (y)u V(u, & : €T¢ <uTLTL,u)

Invoking the S-Lemma, the concluding condition in the latter chain is equivalent
to

22<1)

K

d\, >0:

(7.1.10)

_N\NTTT | _pT
Yo = MLyLy | “RYW) |
_Ru (y) ‘ AI/I]CV
where k,, is the number of rows in R, (y).
We have proved the first part of the following statement:
Theorem 7.1.2. The explicit system of LMIs
Y, = (LYR,(y) + RY(y)Lo), v € Ty
Y, - MLIL, | RL(y)
Ry(y) ‘ Aulku
N
Arrow(Ay + 02, 7) —p > Y, =0
v=1

] =0,v¢Is (7.1.11)

(for notation, see (7.1.6)) in variables Y7, ..., Yy, A, y, T is a safe tractable approxi-
mation of the RC of the uncertain Least Squares inequality (7.1.3), (7.1.1), (7.1.2).
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The tightness factor of this approximation never exceeds 7/2, and equals to 1 when
N =1.

Proof. By construction, (7.1.11) indeed is a safe tractable approximation of

the RC of (7.1.3), (7.1.1), (7.1.2) (note that a matrix of the form { ; i } is

> 0 if and only if the matrix { —B } is s0). By Remark and Theorem 6.3.2,

A
-B A
our approximation is exact when N = 1. The fact that the tightness factor never
exceeds /2 is an immediate corollary of the following Theorem (to be proved in

Appendix B.4)

Theorem 7.1.3. [Matrix Cube Theorem, real case.] Let By, By, ..., B, be
symmetric m x m matrices, and let L; € RP7*™ R; € R%>*™ j =1, ... q. Consider
the predicates

p q
, . 0; 0 10;] < p
Bo+) 6:B;+) [L7O'R; + RI[&]"L;] = 0% ( 07 : [|07]|22 < p ) AW)

i=1 j=1
and
HUla "'aUpaV17"'7V:1 U = iBh 1<i<p,
Vy = [L]O/R; + RY[OTL;] V(O : &z 1) 1<j<q0 g
P q
By—p> Ui—p>  V;=0.
i=1 j=1
Then

(i) B(p) is a sufficient condition for A(p): whenever B(p) is valid, so is A(p).
When p+ ¢ =1, B(p) is a necessary and sufficient condition for A(p);

(ii) If the ranks of the matrices By, ..., B, do not exceed an integer p > 2,
then the “tightness factor” of the sufficient condition in question does not exceed
9(p), meaning that whenever B(p) is not valid, neither is (A(9(u)p)). Here ¥(p) is
an universal nondecreasing function of x such that

7r

9(2) = 5 9(4) =2 9(p) < 12,

To complete the proof of Theorem 7.1.2, observe that a given pair (y,7) is
robust feasible for (7.1.3), (7.1.1), (7.1.2) if and only if the matrices By = By (y, 7),
B; =B, (y,1),i=1,..,p, L; = ZM,RJ- = ﬁl‘j (y), 5 =1,...,q, satisfy A(p); here
Is = {1 < ... < vprand {1,...,L}\Zs = {1 < ... < pg}. At the same time,
the validity of the corresponding predicate B(p) is equivalent to the possibility to
extend y to a solution of (7.1.11) due to the origin of the latter system. Since all
matrices B;, i = 1,...,p, are of rank at most 2 by (#), the Matrix Cube Theorem
implies that if (y,7) cannot be extended to a feasible solution to (7.1.11), then
(y, T) is not robust feasible for (7.1.3), (7.1.1), (7.1.2) when the uncertainty level is
increased by the factor 9¥(2) = 5. O
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7.1.2 Least Squares Inequality with Structured Norm-Bounded Uncertainty,
Complex Case

The uncertain Least Squares inequality (7.1.3) with structured norm-bounded per-
turbations makes sense in the case of complex left hand side data as well as in
the case of real data. Surprisingly, in the complex case the RC admits a better

in tightness factor safe tractable approximation than in the real case (specifically,
L —
z =
proves to % = 1.27...). Consider an uncertain Least Squares inequality (7.1.3) where
A(n) € C™*™ b(n) € C™ and the perturbations are structured norm-bounded and

complex, meaning that (cf. (7.1.1), (7.1.2))

the tightness factor 1.57... stated in Theorem 7.1.2 in the complex case im-

neCr> p=1,... N

(a) Z}fft =pZt =dn=m...,nV): M ll22 <pv=1,..N
n =0,1p,,,0, €C,vels

v

() AQy+b(C) = [AMy + 0] + 55 LE (y)n" R (),

v=1

(7.1.12)
where L, (y), R, (y) are affine in [R(y); S(y)] matrices with complex entries such that
for every v at least one of these matrices is independent on y and is nonzero, and
BH denotes the Hermitian conjugate of a complex-valued matrix B: (B )ij = Biji,
where Z is the complex conjugate of a complex number z.

Observe that by exactly the same reasons as in the real case, we can assume
w.l.o.g. that all scalar perturbation blocks are 1 x 1, or, equivalently, that there are
no scalar perturbation blocks at all, so that from now on we assume that Zg = (.

The derivation of the approximation is similar to the one in the real case.
Specifically, we start with the evident observation that for a complex k-dimensional
vector v and a real ¢ the relation

l[ull < ¢
is equivalent to the fact that the Hermitian matrix
t|uf
Arrow(u,t) =
U tIk

is = 0; this fact is readily given by the complex version of the Schur Complement
P H
Lemma: a Hermitian block matrix {?‘QT} with R > 0 is positive semidefinite

if and only if the Hermitian matrix P — Q¥ R='(Q) is positive semidefinite (cf. the
proof of Lemma 6.3.3). It follows that (y,7) is robust feasible for the uncertain
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Least Squares inequality in question if and only if

N
Arrow(A"y + 0", 7) + 3 Bu(y,1") = O (1 : [7”[l2,2 < p¥v < N)
v=1

Bo(y,7)
[Bu(y,n”) =L R, (y) + RE (y)n"]" Ly, v=1,..,N

(7.1.13)

where L, are constant matrices, and R(y) are affine in [R(y); $(y)] matrices readily

given by L, (y), R, (y) (cf. (7.1.6) and take into account that we are in the situation
Zs = 0). It follows that whenever, for a given (y, 7), one can find Hermitian matrices
Y, such that

Y, = B,(y,n") V(n" € CP**% : ||n"|l22 < 1), v=1,.., N, (7.1.14)

N
and By(y,7) = p >_ Y,, the pair (y,7) is robust feasible.
v=1

Same as in the reafcase, applying the S-Lemma, (which works in the complex case
as well as in the real one), a matrix Y, satisfies (7.1.14) if and only if

Y, - )\VELI/_IZV ‘ _Ef(y) ]

dA, >0:
—R.,(y) ‘ Avl,

where k, is the number of rows in Ifly(y) We have arrived at the first part of the
following statement:

Theorem 7.1.4. The explicit system of LMIs
Y, = MLIL, | RE(y)
R(y) | My,
Arrow(Ay + b1 7) — p ]2\31 Y, =0

(for notation, see (7.1.13)) in the variables {Y; = Y}, \,,y, 7 is a safe tractable
approximation of the RC of the uncertain Least Squares inequality (7.1.3), (7.1.12).
The tightness factor of this approximation never exceeds 4/7, and is equal to 1 when
N =1.

] =0, v=1,..,N,
(7.1.15)

Proof is completely similar to the one of Theorem 7.1.2, modulo the following
statement (to be proved in Appendix B.4) replacing the Real case Matrix Cube
Theorem:

Theorem 7.1.5. [Matrix Cube Theorem, complex case with no scalar pertur-
bations| Let By be a Hermitian m x m matrix, and let L; € CP#*™ R; € C1*™,
j=1,...,q. Consider the predicates

q
By+ > [LFO'R;+ RE[@)TL;] =0V (67 € CP*% |07 22 < p)  Alp)
j=1



186 CHAPTER 7

and
Vi, Ve V= (LPOTR; + RE[OITF L)) V(©7 € CPiX% : |07 |50 < 1),
q
1<j<q and By—p Y V; = 0. B(p)
j=1
Then

(i) B(p) is a sufficient condition for A(p): whenever B(p) is valid, so is A(p).
When ¢ =1, B(p) is a necessary and sufficient condition for A(p);

(ii) The “tightness factor” of the sufficient condition in question does not
exceed 2, meaning that when B(p) is not valid, neither is A(2p).

Illustration: Antenna Design revisited. Consider the “Least Squares” version
of the Antenna Design problem from section 3.3. As in the original problem, we
consider an array of n harmonic oscillators placed at the points ki, k = 1,...;n,
i being the orth of the X-axis in R3, and normalize the weights z;, € C of the
oscillators by the requirement

%{ZZka(ﬁb)‘ F>1,
k= ¢=0
—_———
D(¢)
where Dy (¢) = exp{2micos(¢)k/A} is the diagram of the k-th oscillator. In sec-
tion 3.3, our goal was to minimize, under this normalization, the uniform norm

Amgux |D(¢)]| of the diagram D(-) in the sidelobe angle. Here we want to minimize,

under the same normalization restriction, the weighted Lo norm of the diagram
D(-) in the sidelobe angle, specifically, the quantity

€SA
1/2
<1+Cos f |D SIH )d¢> )

where SA is the sidelobe angle treated as the part of the unit sphere S, C R?
comprised of all directions forming angle > A with the direction i of the antenna
array, and dS(z) is the element of area of Sy normalized by the area of the entire
SA (so that [¢,dS(z) =1). The associated optimization problem is

1/2
ID()sa = (I ID(¢>(2))I2dS(Z)>

(1+c05 f| Z 21 Di(9)? Sln(¢)d¢>1/2 <7

%{kgl Zka( )} Z 1

(7.1.16)

min T
214,20 €EC,TER

In section 3.3 we allowed for perturbations in the positions of the oscillators and for
actuation errors affecting the weights. Here, for the sake of simplicity, we assume
that the positioning of oscillators is precise, and the only source of uncertainty is

given by actuation errors
k
Zk (1 + C )Zk7
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with perturbations ¢¥ € C subject to the bounds |¢*| < exp. As always, we lose
nothing when assuming that there are no actuation errors, but the diagrams Dy (-)
are subject to perturbations Dg(-) — (1 + ¢*)Dg(-). Now, we can easily find an
n x n complex-valued matrix A" such that

1/2

4%l = | oo / |2szk Psin@)do | v

to this end, it suffices to compute the positive semidefinite Hermitian matrix with

the entries Hy, = H%S(A) [ Dy(¢)Dy(¢) sin(¢)de and to set A = H'/2. Doing so,
A

we can reformulate the uncertain problem (7.1.16) equivalently as

' lA@m)zllz < 7 (a)
ST RIS ez De(0)} > 1 (b) [
k=1
nezZt ={neCr:nf|<p, k=1,..,n} (7.1.17)

An)z = A%z + Z LEn*Ri(2)
L is k-th column of An Rk( ) = €pzp € CXL

Taking into account that |Dy(-)| = 1, the RC of the uncertain constraint (7.1.17.)
is equivalent to the explicit convex constraint

%{Z 2D (0)} — ,OZ ex|zk| > 1. (7.1.18)
k=1 k=1

Constraint (7.1.17.a) is an uncertain Least Squares inequality with complex data
and structured norm-bounded perturbations (n full 1 x 1 complex perturbation
blocks). Theorem 7.1.4 provides us with %—tight safe tractable approximation of

this constraint, which is the system
Vi MLf L | BYG) | 0,k=1,..n
Re(z) | M |7 (7.1.19)
n
Arrow(A%z,7) = p > V5
k=1

of LMIs in variables Y}, = Y}, A\, € R,7 € R,z € C"; here

Ek - [07 (Alllk)v (Agk)v LEaS] (Azy,lk)] € Clx(n+1)7
Ri(2) = [exz,0,...,0] € CH¥(HD),
The explicit convex problem
min {7 : (2,7, {Yk, \x}) satisfies (7.1.19), (7.1.18)} (7.1.20)

2,7 { Vi, Ak }

is a safe tractable approximation, tight within the factor 2, of the RC of (7.1.17).

T?
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Sidelobe Energy
Design P level POl concentration
0 0.01(0.00) | 1.5e-5(0.00) 0.9998(0.00)
Nominal (Opt = 1.5e¢-5) | l.e-4 | 1.16(0.79) | 0.728(0.48) 0.114(0.09)
l.e-3 | 1.83(1.02) | 1.193(0.68) 0.083(0.07)
0 0.24(0.00) | 0.040(0.00) 0.955(0.00)
RC (Opt = 0.053) Le-2 | 0.24(0.01) | 0.043(0.00) 0.954(0.00)
3.e-2 | 0.25(0.03) | 0.063(0.01) 0.882(0.03)
5.2 | 0.26(0.04) | 0.091(0.01) 0.780(0.03)
Le-1 | 0.33(0.05) | 0.170(0.04) 0.517(0.13)

Table 7.1 Performance of nominal and robust designs.
In the table: Opt is the optimal value in the nominal problem and its RC,
respectively. The underlined numbers are averages over 100 random realizations
of actuation errors, the numbers in parentheses are the associated standard
deviations.

Example 7.1.6. Consider the same design data as in section 3.3, that is,
n=16A=8A=n/6e1=...=€, =1

(thus, the magnitude of the actuation errors is p). Solving the nominal problem and the
(approximate) RC of the uncertain problem at the uncertainty level p = 1.e-2, we get,
respectively, the nominal and the robust designs. The characteristics of these designs are
presented in table 7.1 and are depicted in figure 7.1. The conclusions are, essentially,
the same as those in section 3.3 — the nominal design is completely senseless already
for 0.01% actuation errors, while the robust design seems completely meaningful even
with 5% (and perhaps even with 10%) actuation errors. It is instructive to compare the
GRC design obtained in section 3.3 (the one that is immunized against actuation errors)
and the RC design we have built now. Under the same circumstances, namely, for 3%
actuation errors, the former design exhibits sidelobe level about 0.19, which is essentially
better than the sidelobe level 0.23 we now have; however, the performance characteristic
of primary importance, that is, the energy concentration (fraction of total energy sent in
the spatial angle of interest) for the new design is much better than for the old one (0.88
vs. 0.66). The conclusion is that at least in our example the Least Squares setting of the
Antenna Design problem is much better suited for robust concentration of energy in the
angle of interest than the sidelobe level setting considered in section 3.3. An immediate
question is: if all we are interested in is the energy concentration, (which essentially, is
the case in actual Antenna Design), why not optimize this quantity directly? Why control
this concentration implicitly, by normalizing the diagram in the direction of interest and
minimizing its norm in the sidelobe angle? The answer is, that direct minimization of
energy concentration, even in the nominal setting, is a nonconvex problem, so that it is
unclear how to solve it efficiently — a difficulty that does not arise in the models we have

considered.
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Nominal design

Reality: p = 0.0001

RC design

.
‘ :

20
21

o

Dream: p =10

Reality: p = 0.01

Reality: p=0.1

189

Figure 7.1 Nominal and RC antenna designs. First rows: sample plots of |D(¢)| in polar

coordinates; the diagrams are normalized to have D(0) = 1.

bunches of 100 simulated energy densities, cf. section 3.3.

Second rows:
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7.1.3 From Uncertain Least Squares to Uncertain CQI

Let us come back to the real case. We have already built a tight approximation for
the RC of a Least Squares inequality with structured norm-bounded uncertainty in
the left hand side data. Our next goal is to extend this approximation to the case
of uncertain CQI with side-wise uncertainty.

Theorem 7.1.7. Consider the uncertain CQI (6.1.3) with side-wise uncer-
tainty, where the left hand side uncertainty is the structured norm-bounded one
given by (7.1.1), (7.1.2), and the right hand side perturbation set is given by a
conic representation (cf. Theorem 1.3.4)

Zrieht — pziieht ZHEN — (v Ju: Px + Qu+p e K}, (7.1.21)

icht . . . .
where 0 € Z7®", K is a closed convex pointed cone and the representation is

strictly feasible unless K is a polyhedral cone given by an explicit finite list of
linear inequalities, and 0 € Z}'8™,

For p > 0, the explicit system of LMIs
(@)  T4+pp"v<(y), Plo=0a(y), QTv=0, veK,

(b.1) Y, = £(LTR,(y) + RT(y)L,), v € T

Y, - M ITL, | RE() (71:22)
= Oa v g IS
Ry(y) ‘ A1k,

N
(b.3) Arrow(Ay +0,7)—p > Y, =0
=1

(b.2)

(for notation, see (7.1.6)) in variables Y, ..., YN, A,,y, 7, v is a safe tractable ap-
proximation of the RC of (6.2.1). This approximation is exact when N = 1, and is
tight within the factor 7 otherwise.

Proof. Since the uncertainty is side-wise, y is robust feasible for (6.2.1),
(7.1.1), (7.1.2), (7.1.21), the uncertainty level being p > 0, if and only if there

exists 7 such that

() oT()y+d(x) =7 Vx € p2r=,
(d) Ay +bn)ll2 < 7 Vn € pZit.

When p > 0, we have
pZ{ight:{X:ﬂu:P(X/p)‘FQU"‘pEK}:{X:HUI:PX—’_QUI—’_’OPEK};

from the resulting conic representation of piight, same as in the proof of Theorem

1.3.4, we conclude that the relations (7.1.22.a) represent equivalently the require-
ment (c¢), that is, (y, 7) satisfies (¢) if and only if (y, 7) can be extended, by properly
chosen v, to a solution of (7.1.22.a). By Theorem 7.1.2, the possibility to extend
(y,7) to a feasible solution of (7.1.22.b) is a sufficient condition for the validity of
(d). Thus, the (y,7) component of a feasible solution to (7.1.22) satisfies (¢), (d),
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meaning that y is robust feasible at the level of uncertainty p. Thus, (7.1.22) is a
safe approximation of the RC in question.

The fact that the approximation is precise when there is only one left hand
side perturbation block is readily given by Theorem 6.3.2 and Remark 7.1.1 allowing
us to treat this block as full. It remains to verify that the tightness factor of the
approximation is at most 7, that is, to check that if a given y cannot be extended
to a feasible solution of the approximation for the uncertainty level p, then y is not
robust feasible for the uncertainty level Tp (see comments after Definition 5.3.2).
To this end, let us set

Ty("") = lI;f {O-T(X)y + 5(X) X E Tzi‘ight} .

Since 0 € Z['8" by assumption, 7,(r) is nonincreasing in r. Clearly, y is robust
feasible at the uncertainty level r if and only if

Ay +b(n)ll2 < 7y(r) ¥y € rZ1°™". (7.1.23)

Now assume that a given y cannot be extended to a feasible solution of (7.1.22)
for the uncertainty level p. Let us set 7 = 7,(p); then (y,7) can be extended, by
a properly chosen v, to a feasible solution of (7.1.22.a). Indeed, the latter system
expresses equivalently the fact that (y,7) satisfies (¢), which indeed is the case for
our (y,7). Now, since y cannot be extended to a feasible solution to (7.1.22) at
the uncertainty level p, and the pair (y,7) can be extended to a feasible solution
of (7.1.22.a), we conclude that (y,7) cannot be extended to a feasible solution of
(7.1.22.b). By Theorem 7.1.2, the latter implies that y is not robust feasible for the
semi-infinite Least Squares constraint

7T
[AM)y +b(n)ll2 <7 =7,(p) V1 € 5PZF“-

Since 7,(r) is nonincreasing in r, we conclude that y does not satisfy (7.1.23) when
r = 5p, meaning that y is not robust feasible at the level of uncertainty 7 p. (]

7.1.4 Convex Quadratic Constraint with Structured Norm-Bounded Uncertainty

Consider an uncertain convex quadratic constraint

(a) yT AT (Q)A(Q)y < 2y"b(C) + ¢(C)
0 (6.4.1)
®)  [I2A(Q)y; 1 = 2y"d(C) — c(O]ll2 < 1+ 24" b(C) + ¢(C),
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where A(¢) is k x n and the uncertainty is structured norm-bounded (cf. (6.4.2)),
meaning that

¢V € RpvXav
((l) Zp:pzl = CZ(Cla"'7<N) : ||CVH2,2 Spvl SVSN ’
r=40,1,,,0, e Rvels
Ay AL N P (7.1.24)
) | yTb(¢) | = | "™ | + X LT (y)¢"Ru(y)
e(¢) S

where, for every v, L, (y), R, (y) are matrices of appropriate sizes depending affinely
on y and such that at least one of the matrices is constant. Same as above, we can
assume w.l.o.g. that all scalar perturbation blocks are 1 x 1: p, = k, = 1 for all
v € Ig.

Note that the equivalence in (6.4.1) means that we still are interested in an uncertain CQI
with structured norm-bounded left hand side uncertainty. The uncertainty, however, is
not side-wise, that is, we are in the situation we could not handle before. We can handle
it now due to the fact that the uncertain CQI possesses a favorable structure inherited

from the original convex quadratic form of the constraint.

We are about to derive a tight tractable approximation of the RC of (6.4.1),
(7.1.24). The construction is similar to the one we used in the unstructured case
N =1, see section 6.4. Specifically, let us set L,(y) = [Ly,a(y), Lvp(y), Luc(y)],
where L, ,(y), L, .(y) are the last two columns in L, (y), and let

LT(y) = [L"f,b(y) + 30T i LEAW)| . Ru(y) = [Ru(y), 0q, <),
[ 2y 4 | (AT (7.1.25)
A = |2

so that A(y), L,(y) and R,(y) are affine in y and at least one of the latter two
matrices is constant.

‘We have
y"AT(QA(Q)y < 2y"b(C) +c(Q) V¢ € 2,

& { 257 b(0) + c(0) } [A©u)" ] = 0V(¢ € Z, [Schur Complement Lemma)]

A(Q)y I
A(y)

2yTbn + Cn ‘ [Al’ly]T

Ally ‘ 1

N[ [2Lus(y) + Lo )] ¢"Ru(y) | [LEa@)¢" R (m)]” }
tx [ LT 4(y)C" R (y) | zoveez,

=LT (y)¢¥ Ry (9)+RT (W)[¢*1T Lo (v)
[by (7.1.24)]

& AW+ 3 [FT@CR) + BT L) 2 0¥ € 2,

v=1
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Taking into account that for every v at least one of the matrices Ly, (y), R, (y) is
independent of y and swapping, if necessary, ¢* and [¢¥]T, we can rewrite the last
condition in the chain as

N
Al) + Y [T R() + REWICT L] = 09(C: ¢ laa < ) (7.1.26)

where Ey, ﬁy(y) are readily given matrices and R\,,(y) is affine in y. (Recall that
we are in the situation where all scalar perturbation blocks are 1 x 1 ones, and
we can therefore skip the explicit indication that (¥ = 60,1, for v € Zg). Ob-
serve also that similarly to the case of a Least Squares inequality, all matrices

[Efg”}?y (y) + ﬁf(y)[(”]Tf,, are of rank at most 2. Finally, we lose nothing by
assuming that El, are nonzero for all v.

Proceeding exactly in the same fashion as in the case of the uncertain Least
Squares inequality with structured norm-bounded perturbations, we arrive at the
following result (cf. Theorem 7.1.2):

Theorem 7.1.8. The explicit system of LMIs
Y, = (LY Ru(y) + RL(y) L), v € T

Yu B AUZ;J;ZV ‘ ﬁg(y)
RV(ZJ) ‘ Au]k,,

L
‘A(y)_p X_:IYV =0

=0,v¢&Is (7.1.27)

(k, is the number of rows in ﬁl,) in variables Y7, ..., YN, Ay, y is a safe tractable ap-
proximation of the RC of the uncertain convex quadratic constraint (6.4.1), (7.1.24).
The tightness factor of this approximation never exceeds 7/2, and equals 1 when
N =1.

7.1.4.1 Complex case

The situation considered in section 7.1.4 admits a complex data version as well.
Consider a convex quadratic constraint with complex-valued variables and a
complex-valued structured norm-bounded uncertainty:

y"T AT () A(Q)y < R{2y™b(¢) + ¢(¢)}
Y eCr X 1<y<N
Cezp:pzlz CZ(Clv"'vgN): ||CV||2’2§p,1§V§N

vels= (' =0,I,.0,cC (7.1.28)
A(Q)y Ay N
yb(¢) | = | yH0" | + X LI (y)¢YRu(y),
c(¢) " =t

where AM € CF*™ and the matrices L,(y), R,(y) are affine in [R(y); 3(y)] and
such that for every v, either L, (y), or R, (y) are independent of y. Same as in the
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real case we have just considered, we lose nothing when assuming that all scalar
perturbation blocks are 1 x 1, which allows us to treat these blocks as full. Thus,
the general case can be reduced to the case where Zg = (), which we assume from
now on (cf. section 7.1.2).

In order to derive a safe approximation of the RC of (7.1.28), we can act
exactly in the same fashion as in the real case to arrive at the equivalence

Yy AT (OAQy < R{2y7b(C) +¢(Q)} V¢ € 2,

Ay)
R{2yo" + "} | [Ay]H
= { Ally } I
N[ R{2y" Ly (y)¢" Ru(y) + Lu,e(y)¢" R (v)} | RE[¢V I Ly a(y)
2 { L (4)C" R () | =0

V(¢ I¢¥]l2,2 £ p, 1 <v < N)
where L, (y) (Lv,a(y), Lup(y), Luc(y)] and L, p(y), L,.(y) are the last two

columns in L, (y).
Setting

- 1 -

B ) = L0+ SLEGS L) - Fol) = [R(0). 0]
(cf. (7.1.25)), we conclude that the RC of (7.1.28) is equivalent to the semi-infinite
LMI N

TH vp pH VIHT -
Al) + 3 [E )¢ Ruly) + B )¢ L) = 0 (71.20)
V(¢ [22 < p, 1 < v < N).

H

As always, swapping, if necessary, ¢¥ and [(¥]" we may rewrite the latter semi-

infinite LMI equivalently as
N o ~ -
AW) + & [EICRuy) + BY )¢ L] = 0
V(¢ [[¢"]l22 < p,1 < v < N),

where R, (y) are affine in [R(y); $(y)] and L, are nonzero. Applying the Complex
case Matrix Cube Theorem (see the proof of Theorem 7.1.4), we finally arrive at
the following result:

Theorem 7.1.9. The explicit system of LMIs
YV - )\IJZI{—IEV ‘ Ef(y)
Ru(y) | Mk,

] =0, v=1,..,N,
(7.1.30)

{ R{2y0" + 1} | [ARy)H

N
— Y, =0
Any ‘ I :| r VEZ:I

(k, is the number of rows in R, (y)) in variables Y; = Y#, ... Yy = YN eERye
C™ is a safe tractable approximation of the RC of the uncertain convex quadratic

inequality (7.1.28). The tightness of this approximation is < %, and is equal to 1
when N = 1.
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7.2 THE CASE OF N-ELLIPSOIDAL UNCERTAINTY

Consider the case where the uncertainty in CQI (6.1.3) is side-wise with the right
hand side uncertainty exactly as in section 6.2, and with N-ellipsoidal left hand side
perturbation set, that is,

2t =Ly gTQm < p? j=1,..,J}, (7.2.1)

J
where @; = 0 and > Q; > 0. When @; > 0 for all j, Z},eft is the intersection of
j=1
J ellipsoids centered at the origin. When Q; = aja;‘»r are rank 1 matrices, Z'f is

a polyhedral set symmetric w.r.t. origin and given by J inequalities of the form
J

laTn| < p, j =1,...,J. The requirement 21 Q; > 0 implies that Z}** is bounded
i=
(indeed, every n € Z}f& belongs to the ellipsoid nT(Zj Q;)n < Jp?).

We have seen in section 6.3 that the case J = 1, (i.e., of an ellipsoid ZL‘Sft
centered at the origin), is a particular case of unstructured norm-bounded per-
turbation, so that in this case the RC is computationally tractable. The case of
general N-ellipsoidal uncertainty includes the situation when Zflfft is a box, where
the RC is computationally intractable. However, we intend to demonstrate that
with N-ellipsoidal left hand side perturbation set, the RC of (6.2.1) admits a safe
tractable approximation tight within the “nearly constant” factor 1/(O(In J)).

7.2.1 Approximating the RC of Uncertain Least Squares Inequality

Same as in section 7.1, the side-wise nature of uncertainty reduces the task of
approximating the RC of uncertain CQI (6.2.1) to a similar task for the RC of the
uncertain Least Squares inequality (7.1.3). Representing

L
AQy+b(C) = [AMy + "]+ > me[A%y + ") (7.2.2)
B(y) =
a(y)n

where L = dim, observe that the RC of (7.1.3), (7.2.1) is equivalent to the system
of constraints
720 & [|By) +aynlz < V0T Qm < % j =1, )
or, which is clearly the same, to the system
(a) A, =max {n"al(y)aly)n + 26" (y)aly)n : 1" Qjn < p*Vj, t* < 1}

<72 - 6" (y)By)
by T=>0.
(7.2.3)
Next we use Lagrangian relaxation to derive the following result:
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(1) Assume that for certain nonnegative reals v, v;, j = 1, ..., J, the homogeneous
quadratic form in variables 7, ¢

J
v+ " Qum — [0 (y)aly)n + 26" (y)aly)n] (7.2.4)

j=1
is nonnegative everywhere. Then
Ay = max {n"a™ (y)aly)n + 2667 (y)aly)n : 1" Qyn < p*, * < 1}
(7.2.5)

J
<v+et X
j=1

Indeed, let F = {(n,t) : 0" Q;n < p*,j =1,...,J,t> < 1}. We have

A, = <grgigp{nTaT(y)a(y)nJrQItBT(y)Oé(y)W}
<

J
max vt + > vn' Qn
(n,t)eFr j=1

[since the quadratic form (7.2.4) is nonnegative everywhere]
J

< v+ X v

j=1
[due to the origin of F' and to v > 0, v; > 0].

From (!) it follows that if v > 0, v; > 0, j = 1,...,J are such that the quadratic
form (7.2.4) is nonnegative everywhere, or, which is the same, such that

v | BT (y)a(y)

—a W) | 32 - a"wat) | ="
and J
TP Y <7 = BT W)BW),

then (y,7) satisfies (7.2.3.a). Setting v = v + 87 (y)B(y), we can rewrite this
conclusion as follows: if there exist v and v; > 0 such that

v—5T(y)B) | —6T (y)a(y)
J
"B | Q) —aTWal) | 7

n
and ;

vt ) v <
j=1

then (y, 7) satisfies (7.2.3.a).
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Assume for a moment that 7 > 0. Setting \; = v;/7, p = v/7, the above
conclusion can be rewritten as follows: if there exist 1 and A; > 0 such that

p—1187(y)BW) | ; — 187 (y)a(y)
- " (y)B(y) ; AiQj — 17t (y)a(y) =0

and

J
M+p2ZAJ STa
j=1

then (y,7) satisfies (7.2.3.a).

By the Schur Complement Lemma, the latter conclusion can further be re-
formulated as follows: if 7 > 0 and there exist ;1, A; satisfying the relations

" 8" (y)
J
(@) 2 NQ | aT(y) | =0
Bly) | ay) 1 (7.2.6)

J
b)) u+p* XN <T ()Xj>0,j=1,..,J
j=1
then (y, 7) satisfies (7.2.3.a). Note that in fact our conclusion is valid for 7 < 0 as
well. Indeed, assume that 7 < 0 and p, A; solve (7.2.6). Then clearly 7 = 0 and
therefore a(y) = 0, B(y) = 0, and thus (7.2.3.a) is valid. We have proved the first
part of the following statement:

Theorem 7.2.1. The explicit system of constraints (7.2.6) in variables y, 7, u,
A1, ..., Ay is a safe tractable approximation of the RC of the uncertain Least Squares
constraint (7.1.3) with N-ellipsoidal perturbation set (7.2.1). The approximation is
exact when J = 1, and in the case of J > 1 the tightness factor of this approximation

Q(J) < 9.191/In(J). (7.2.7)
Proof. The fact that (7.2.6) is a safe approximation of the RC of (7.1.3),

(7.2.1) is readily given by the reasoning preceding Theorem 7.2.1. To prove that the
approximation is tight within the announced factor, observe that the Approximate

does not exceed

S-Lemma (see Appendix B.3) as applied to the quadratic forms in variables z =
;1]

2T Ax = {nTaT(y)a(y)n + 2tﬁT(y)a(y)n} , 2T Bx = t?,

ZET'BJ":C = nTanv 1 SJ < J7
states that if J = 1, then (y,7) can be extended to a solution of (7.2.6) if and only
if (y,7) satisfies (7.2.3), that is, if and only if (y,7) is robust feasible; thus, our

approximation of the RC of (7.1.3), (7.2.1) is exact when J = 1. Now let J > 1,
and suppose that (y,7) cannot be extended to a feasible solution of (7.2.6). Due to
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the origin of this system, it follows that
J
SDP(p) = min {A+p2 3 N i AB+ Y \;Bj = A, A>0,) >0
AN} j=1 j

> 72— 7 (y)B(y)-
By the Approximate S-Lemma (Appendix B.3), with appropriately chosen Q(J) <
9.194/In(J) we have Aq(s), > SDP(p), which combines with (7.2.8) to imply that
Aonp > 7 — 87(y)B(y), meaning that (y,7) is not robust feasible at the uncer-

tainty level Q(J)p (cf. (7.2.3)). Thus, the tightness factor of our approximation
does not exceed Q(J). O

(7.2.8)

7.2.2 From Uncertain Least Squares to Uncertain CQI

The next statement can obtained from Theorem 7.2.1 in the same fashion as The-
orem 7.1.7 has been derived from Theorem 7.1.2.

Theorem 7.2.2. Consider uncertain CQI (6.1.3) with side-wise uncertainty,
where the left hand side perturbation set is the N-ellipsoidal set (7.2.1), and the
right hand side perturbation set is as in Theorem 7.1.7. For p > 0, the explicit
system of LMIs

(@) 7+ v <dy), PTo=0(y), QTv=0, veK,

1 B (y)
J
(b.1) ;Aij af(y) | =0 (7.2.9)
Bly) | aly) I

J
(0:2) p+p? Zl)‘j <7, A = 0V)
i=

in variables y, v, 1, A;, T is a safe tractable approximation of the RC of the uncertain
CQI. This approximation is exact when J = 1 and is tight within the factor Q(J) <

9.194/In(J) when J > 1.

7.2.3 Convex Quadratic Constraint with N-Ellipsoidal Uncertainty

Now consider approximating the RC of an uncertain convex quadratic inequality
y"AT(OAQy < 2y"b(¢) +¢(C)

(A(Q),b(Q), ¢(C)) = (AR, b1, (1) +£§L:1 CZ(Az7bg’cg):| (7.2.10)

with N-ellipsoidal uncertainty:

Z,=pZ1 ={CeR": ("Q;C < p”} [Q;=0,) Q-0 (7.2.11)
J
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Observe that

AQy = aly)¢+B(y),
a(y)¢ = [Aly, ..., Aly), Bly) = Ay
2yTb(C) + () = 20T (y)¢ +d(y),
oy) = [y"b" +ctsiyTh + ], o(y) = yTot + M
(7.2.12)
so that the RC of (7.2.10), (7.2.11) is the semi-infinite inequality
Tl (y)aly)¢ +2¢" [oF (y)Bly) —o(y)] < 6(y) — BT (Y)BY) V¢ € 2,

or, which is the same, the semi-infinite inequality

Apy) =  max_ ¢Tal (y)aly)C +2t¢" [a" (y)By) — o(y)] (7213
<4(y) = BT (v)B(y)
Same as in section 7.2.1, we have
A>0X>0j=1,.,J
L v(t,¢) : J
D R O R S s

+2t¢" [a” (y)B(y) — o (y)]

Ap(y)

IN

J
= Ainf}{,\erzZ/\j:>\207Aj20,;’:1,...,(],

| A | 187 )aly) — 0" (y)]
[T WBY) — oI | XQ; —a"aly) | = 0}

We conclude that the condition
A >0,{); >0}):

At p? é A <0(y) — BT ()W)

A | —[8" W)aly) — o (y)]
—[0TW)BW) —oW)] | TNQ; —aT(yaly) | =Y

is sufficient for y to be robust feasible. Setting u = A + 87 (y)B(y), this sufficient
condition can be rewritten equivalently as

J
[+ p° le\j <(y)

Jj=

1A 2 0hm) ¢ [ p=B"WBY) | -1B"Wealy) — o (y)] ] -

—[a"()By) —oy)] | ZNQ; —a’ (y)aly)

(7.2.15)
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We have

p=BTW)BY) | -IBYWaly) — oL (y)]
—[aT(y)B(y) — a(y)] ‘ > 2iQ; — al(y)aly)

| o
rren HEC PR

so that the Schur Complement Lemma says that

p=BTW)BE) | -1 waly) — 0" (y)]
~[aT(y)B(y) — o(y)] \ Y AQ; —aT(aly) | =0

po| ol (y)] | BT (y)
N a(y) | X XQs | oY) | = o
Bly) | oly) I

The latter observation combines with the fact that (7.2.15) is a sufficient condition
for the robust feasibility of y to yield the first part of the following statement:

Theorem 7.2.3. The explicit system of LMIs in variables y, i, A;:

p | a" Wl | A ()
(@) | oW | XXQs | a") | =0

Bly) | aly) I (7.2.16)
(b) ptp? é AN <o(y) ()N =0,5=1,..J

(for notation, see (7.2.12)) is a safe tractable approximation of the RC of (7.2.10),
(7.2.11). The tightness factor of this approximation equals 1 when J = 1 and does
not exceed (J) < 9.194/In(J) when J > 1.

The proof of this theorem is completely similar to the proof of Theorem 7.2.1.

Remark 7.2.4. The tightness factor Q(J) = O(y/In(J)) of the approximate
RCs we have built in the case of N-ellipsoidal uncertainty (Theorems 7.2.1, 7.2.2,
7.2.3)) is not an absolute constant, as it was in the case of structured norm-bounded
uncertainty, but grows, although very slowly, with the number J of ellipsoids par-
ticipating in the description of the perturbation set. Of course, for all practical
purposes, VInJ is a moderate constant, and what should be of primary impor-
tance, is the absolute constant factor hidden in the above O(-). As stated in the
Theorems, this factor (= 9.2) is rather big. In fact the precise values of Q(J) as
given by the proof of Approximate S-Lemma (Appendix B.3) are not that disas-
trous:

J 2 8 32 128 512 2048 | 8192 | 32678 | 131072
Q(J) 7.65 | 9.26 | 10.58 | 11.72 | 12.75 | 13.69 | 14.56 | 15.37 | 16.14

Q)
Jinh 9.19 | 6.42 | 5.68 | 532 | 5.10 | 4.96 | 4.85 4.77 4.70




APPROXIMATING RCS OF UNCERTAIN CONIC QUADRATIC PROBLEMS 201

It should be added that there exists a slightly different proof of the Approximate
S-Lemma [11] that guarantees that the tightness factor does not exceed

0= \/2 In(6 ) ~ Rank(Q;)).

Academically speaking, this bound is worse than Q < O(4/In(J)) we have used —
the total rank of the matrices @); can be much larger than the number J of these
matrices. However, the better absolute constants in the “bad” bound imply, e.g.,
that the tightness of the approximation in question is at most 6, provided that the
total rank of all matrices @; is < 65,000,000, which, for all practical purposes, is
the same as to say that the tightness factor of our approximation “never” exceeds
6.

7.3 EXERCISES

Exercise 7.1. Consider an uncertain Least Squares inequality
[Amz + o)z <7, n€pZ

where Z, 0 € intZ, is a symmetric w.r.t. the origin convex compact set that is the
intersection of J > 1 ellipsoids not necessarily centered at the origin:

Z={n:(m-a;))"Qj(n—a;) <1,1<j<J} [@Q; = 0,>2;Q; - 0]
Prove that the RC of the uncertain inequality in question admits a safe tractable
approximation tight within the factor O(1)vIn J (cf. Theorem 7.2.1).

7.4 NOTES AND REMARKS

NR 7.1. The Matrix Cube Theorem underlying Theorems 7.1.2, 7.1.4, 7.1.8
originates from [10], where only scalar perturbation blocks were considered; the
more advanced version of this theorem used in the main body of the chapter is
due to [12]. The Approximate S-Lemma (Lemma B.3) underlying Theorems 7.2.1,
7.2.2,7.2.3, in a slightly weaker form (with the total rank of the matrices (), instead
of the number of these matrices in the bound for the tightness factor), was proved
n [11]; the main ingredients of the proof go back to [81].
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Chapter Eight

Uncertain Semidefinite Problems with Tractable RCs

In this chapter, we focus on uncertain Semidefinite Optimization (SDO) problems
for which tractable Robust Counterparts can be derived.

8.1 UNCERTAIN SEMIDEFINITE PROBLEMS

Recall that a semidefinite program (SDP) is a conic optimization program

Jj=1

min{ch—i-d cAi(z) = > xjAY — B, € S’j}', i=1, ...,m}
(8.1.1)

min {ch +d:Ai(z)= Y 2jAY —B; = 0,i =1, ,m}

where A%, B; are symmetric matrices of sizes k; x k;, S’i is the cone of real symmet-
ric positive semidefinite k£ X k matrices, and A > B means that A, B are symmetric
matrices of the same sizes such that the matrix A — B is positive semidefinite. A
constraint of the form Az — B =) xjAj — B > 0 with symmetric A7, B is called
a Linear Matrix Inequality (LMI);J thus, an SDP is the problem of minimizing a
linear objective under finitely many LMI constraints. Another, sometimes more
convenient, setting of a semidefinite program is in the form of (5.1.2), that is,

min{ch—i—d:Aix—bi eQi,izl,...,m}, (8.1.2)
where nonempty sets Q; are given by explicit finite lists of LMIs:

Pi
Qi ={ueR": Quu)=> u,Q" —Q"=0,0=1,.. L}

s=1
Note that (8.1.1) is a particular case of (8.1.2) where Q; = Si’", i=1,...,m.
The notions of the data of a semidefinite program, of an uncertain semidefinite
problem and of its (exact or approximate) Robust Counterparts are readily given

by specializing the general descriptions from sections 5.1, 5.3, to the case when the
underlying cones are the cones of positive semidefinite matrices. In particular,

e The natural data of a semidefinite program (8.1.2) is the collection
(C, d7 {Au bl}:’;l))

while the right hand side sets Q; are treated as the problem’s structure;
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e An uncertain semidefinite problem is a collection of problems (8.1.2) with
common structure and natural data running through an uncertainty set; we always
assume that the data are affinely parameterized by perturbation vector ( € RE
running through a given closed and convex perturbation set Z such that 0 € Z:

ed] = [P+ 3 Gl d)
=1 (8.1.3)
=1

e The Robust Counterpart of uncertain SDP (8.1.2), (8.1.3) at a perturbation
level p > 0 is the semi-infinite optimization program

L
[Tz +d% + 3 [Pz +df <t
min | t: Lt V¢ e pZpy (8.1.4)
y=(et) [ADg 4 b0+ 3 G[AL + V] € Qi = 1,...,m

=1

e A safe tractable approximation of the RC of uncertain SDP (8.1.2), (8.1.3) is
a finite system S, of explicitly computable convex constraints in variables y = (,t)
(and possibly additional variables u) depending on p > 0 as a parameter, such that
the projection f/p of the solution set of the system onto the space of y variables is
contained in the feasible set Y, of (8.1.4). Such an approximation is called tight
within factor ¢ > 1, if Y, D f’p D Yy,. In other words, S, is a ¥-tight safe
approximation of (8.1.4), if:

i) Whenever p > 0 and y are such that y can be extended, by a properly chosen
u, to a solution of S,, y is robust feasible at the uncertainty level p, (i.e., y is
feasible for (8.1.4)).

it) Whenever p > 0 and y are such that y cannot be extended to a feasible
solution to S,, y is not robust feasible at the uncertainty level Jp, (i.e., y
violates some of the constraints in (8.1.4) when p is replaced with 9p).

8.2 TRACTABILITY OF RCS OF UNCERTAIN SEMIDEFINITE PROBLEMS

Building the RC of an uncertain semidefinite problem reduces to building the RCs
of the uncertain constraints constituting the problem, so that the tractability issues
in Robust Semidefinite Optimization reduce to those for the Robust Counterpart

L
Acly) = Ay) + D CeAuly) =0V € pZ (8.2.1)
=1

of a single uncertain LMI

L
Acy) = AMw) + Y CAuly) = 0; (8.2.2)
/=1
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here A™(x), A¢(x) are symmetric matrices affinely depending on the design vector
Y.

More often than not the RC of an uncertain LMI is computationally in-
tractable. Indeed, we saw in chapter 5 that intractability is typical already for the
RCs of uncertain conic quadratic inequalities, and the latter are very special cases
of uncertain LMIs (due to the fact that Lorentz cones are cross-sections of semidef-
inite cones, see Lemma 6.3.3). In the relatively simple case of uncertain CQls, we
met just 3 generic cases where the RCs were computationally tractable, specifically,
the cases of

i) Scenario perturbation set (section 6.1);
i1) Unstructured norm-bounded uncertainty (section 6.3);

i11) Simple ellipsoidal uncertainty (section 6.5).

The RC associated with a scenario perturbation set is tractable for an arbitrary
uncertain conic problem on a tractable cone; in particular, the RC of an uncertain
LMI with scenario perturbation set is computationally tractable. Specifically, if
Z in (8.2.1) is given as Conv{(!,...,¢"}, then the RC (8.2.1) is nothing but the
explicit system of LMIs

L
AMy) + ) GAy) = 0,i =1, N. (8.2.3)
(=1

The fact that the simple ellipsoidal uncertainty (Z is an ellipsoid) results in a
tractable RC is specific for Conic Quadratic Optimization. In the LMI case, (8.2.1)
can be NP-hard even with an ellipsoid in the role of Z. In contrast to this, the
case of unstructured norm-bounded perturbations remains tractable in the LMI
situation. This is the only nontrivial tractable case we know. We are about to
consider this case in full details.

8.2.1 Unstructured Norm-Bounded Perturbations

Definition 8.2.1. We say that uncertain LMI (8.2.2) is with unstructured
norm-bounded perturbations, if

i) The perturbation set Z (see (8.1.3)) is the set of all p x ¢ matrices ¢ with the
usual matrix norm || - [|2,2 not exceeding 1;

ii) “The body” A¢(y) of (8.2.2) can be represented as
Acly) = A%(y) + [LT(v)¢R(y) + BT (y)¢TLy)] , (8.2.4)

where both L(-), R(:) are affine and at least one of these matrix-valued func-
tions is in fact independent of y.
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Example 8.2.2. Consider the situation where Z is the unit Euclidean ball in R®

(or, which is the same, the set of L x 1 matrices of || - ||2,2-norm not exceeding 1), and
ay) [ TBT() +b"(y)
A = , 8.2.5
&) [ B(y)¢ +b(y) | Aly) (8:25)

where a(-) is an affine scalar function, and b(-), B(:), A(:) are affine vector- and matrix-
valued functions with A(-) € SM. Setting R(y) = R = [1,01xm], L(y) = [0rx1, BY (v)],
we have

Act) = |5 417 Gicrin + R 6" L),

Al (y)

thus, we are in the case of an unstructured norm-bounded uncertainty.

A closely related example is given by the LMI reformulation of an uncertain
Least Squares inequality with unstructured norm-bounded uncertainty, see section
6.3.

Let us derive a tractable reformulation of an uncertain LMI with unstructured
norm-bounded uncertainty. W.l.o.g. we may assume that R(y) = R is independent
of y (otherwise we can swap ¢ and (7', swapping simultaneously L and R) and that
R # 0. We have

y is robust feasible for (8.2.2), (8.2.4) at uncertainty level p
& TANy) + LT (y)CR+ RTCTL(y))E 20 V¢ V(¢ [IC]lz2 < p)
& AN ()€ + 26T LT (y)CRE >0 VE V(C: [[¢ll22 < p)

@ €T AR (y)€ + 2ming ¢, <, LT (Y)CRE > 0 VE

=—plL(y)Ell2 | RE]l2

& AN (y)E — 2p|| L(y)E|2|| RE[2 > 0 VE
& ECAM()E+2omTL(y)E >0 Y(E,n:nTn < ETRTRE)
, | pL(y) ~1
o N20:|ps CAT(y) A || s e
Y pL(y)
= e { pLTz()y) | AB(y) — ARTR } =0

We have proved the following statement:
Theorem 8.2.3. The RC
AMy) + LT (y)(R+ RT¢"L(y) = 0 V(¢ € RP*7 1 ||¢[|2.2 < p) (8.2.6)
of uncertain LMI (8.2.2) with unstructured norm-bounded uncertainty (8.2.4)

(where, w.l.o.g., we assume that R # 0) can be represented equivalently by the

L A, | L(y)
P LY .
pLT(y) | A%(y) = ARTR |~ ! (827)
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in variables y, A.

8.2.2 Application: Robust Structural Design
8.2.2.1 Structural Design problem

Consider a “linearly elastic” mechanical system S that, mathematically, can be
characterized by:

i) A linear space RM of virtual displacements of the system.

i1) A symmetric positive semidefinite M x M matrix A, called the stiffness matrix
of the system.

The potential energy capacitated by the system when its displacement from
the equilibrium is v is ]
E = —vT Av.
2
An external load applied to the system is given by a vector f € RM. The

associated equilibrium displacement v of the system solves the linear equation
Av = f.

If this equation has no solutions, the load destroys the system — no equilibrium
exists; if the solution is not unique, so is the equilibrium displacement. Both these
“bad phenomena” can occur only when A is not positive definite.

The compliance of the system under a load f is the potential energy capac-
itated by the system in the equilibrium displacement v associated with f, that
is,

1 1
Complf(A) = Q’UTA’U = §UTf

An equivalent way to define compliance is as follows. Given external load f, consider
the concave quadratic form L
ffo— ivTAv

on the space RM of virtual displacements. It is easily seen that this form either is
unbounded above, (which is the case when no equilibrium displacements exist), or
attains its maximum. In the latter case, the compliance is nothing but the maximal
value of the form: 1
Compl;(A) = sup |:fT1J - UTAU:| ,
vERM 2
and the equilibrium displacements are exactly the maximizers of the form.
There are good reasons to treat the compliance as the measure of rigidity of

the construction with respect to the corresponding load — the less the compliance,
the higher the rigidity. A typical Structural Design problem is as follows:
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Structural Design: Given

e the space RM of virtual displacements of the construction,

e the stiffness matrix A = A(t) affinely depending on a vector t of
design parameters restricted to reside in a given convex compact
set T C RV,

e aset F C RM of external loads,

find a construction t, that is as rigid as possible w.r.t. the “most dan-
gerous” load from F, that is,

t, € Argmin {Complf(t) = sup Complf(A(t))} .
TeT feFr

Next we present three examples of Structural Design.

Example 8.2.4. Truss Topology Design. A truss is a mechanical construction,
like railroad bridge, electric mast, or the Eiffel Tower, comprised of thin elastic bars linked
to each other at nodes. Some of the nodes are partially or completely fixed, so that their
virtual displacements form proper subspaces in R? (for planar constructions) or R*® (for
spatial ones). An external load is a collection of external forces acting at the nodes. Under
such a load, the nodes move slightly, thus causing elongations and compressions in the
bars, until the construction achieves an equilibrium, where the tensions caused in the bars
as a result of their deformations compensate the external forces. The compliance is the
potential energy capacitated in the truss at the equilibrium as a result of deformations of
the bars.

A mathematical model of the outlined situation is as follows.

e Nodes and the space of virtual displacements. Let M be the nodal set, that is, a
finite set in R? (d = 2 for planar and d = 3 for spatial trusses), and let V; C R?¢
be the linear space of virtual displacements of node . (This set is the entire R4 for
non-supported nodes, is {0} for fixed nodes and is something in-between these two
extremes for partially fixed nodes.) The space V = RM of virtual displacements of
the truss is the direct product V' = Vi x...xV,,, of the spaces of virtual displacements
of the nodes, so that a virtual displacement of the truss is a collection of “physical”
virtual displacements of the nodes.

Now, an external load applied to the truss can be thought of as a collection
of external physical forces f; € R? acting at nodes ¢ from the nodal set. We lose
nothing when assuming that f; € V; for all ¢, since the component of f; orthogonal
to V; is fully compensated by the supports that make the directions from V; the
only possible displacements of node i. Thus, we can always assume that f; € V; for
all 4, which makes it possible to identify a load with a vector f € V. Similarly, the
collection of nodal reaction forces caused by elongations and compressions of the
bars can be thought of as a vector from V.

e Bars and the stiffness matrix. Every bar j, j = 1,..., N, in the truss links two
nodes from the nodal set M. Denoting by ¢; the volume of the j-th bar, a simple
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analysis, (where one assumes that the nodal displacements are small and neglects all
terms of order of squares of these displacements), demonstrates that the collection
of the reaction forces caused by a nodal displacement v € V' can be represented as
A(t)v, where

N
A(t) = t;bb] (8.2.8)
j=1

is the stiffness matrix of the truss. Here b; € V is readily given by the characteristics
of the material of the j-th bar and the “nominal,” (i.e., in the unloaded truss),
positions of the nodes linked by this bar.

In a typical Truss Topology Design (TTD) problem, one is given a ground
structure — a set M of tentative nodes along with the corresponding spaces V;
of virtual displacements and the list J of N tentative bars, (i.e., a list of pairs of
nodes that could be linked by bars), and the characteristics of the bar’s material;
these data determine, in particular, the vectors b;. The design variables are the
volumes t; of the tentative bars. The design specifications always include the nat-
ural restrictions ¢; > 0 and an upper bound w on ) t;, (which, essentially, is an

j
upper bound on the total weight of the truss). Thus, 7 is always a subset of the
standard simplex {t € RN : ¢ > 0, t; < w}. There could be other design specifi-

cations, like upper and lower boundjs on the volumes of some bars. The scenario set
F usually is either a singleton (single-load TTD) or a small collection of external
loads (multi-load T'TD). With this setup, one seeks for a design ¢ € 7, that results
in the smallest possible worst case, i.e., maximal over the loads from F compliance.

When formulating a TTD problem, one usually starts with a dense nodal set
and allows for all pair connections of the tentative nodes by bars. At an optimal
solution to the associated TTD problem, usually a pretty small number of bars get
positive volumes, so that the solution recovers not only the optimal bar sizing, but
also the optimal topology of the construction.

Example 8.2.5. Free Material Optimization. In Free Material Optimization
(FMO) one seeks to design a mechanical construction comprised of material continuously
distributed over a given 2-D or 3-D domain €2, and the mechanical properties of the
material are allowed to vary from point to point. The ultimate goal of the design is to
build a construction satisfying a number of constraints (most notably, an upper bound on

the total weight) and most rigid w.r.t. loading scenarios from a given sample.

After finite element discretization, this (originally infinite-dimensional) optimiza-
tion problem becomes a particular case of the aforementioned Structural Design
problem where:

e the space V = RM of virtual displacements is the space of “physical displace-
ments” of the vertices of the finite element cells, so that a displacement v € V'
is a collection of displacements v; € R? of the vertices (d = 2 for planar and
d = 3 for spatial constructions). Same as in the TTD problem, displacements
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of some of the vertices can be restricted to reside in proper linear subspaces
of R%;

e external loads are collections of physical forces applied at the vertices of the
finite element cells; same as in the TTD case, these collections can be identified
with vectors f € V;

e the stiffness matrix is of the form

N S
A() =) bystib), (8.2.9)
j=1s5=1
where N is the number of finite element cells and ¢; is the stiffness tensor
of the material in the j-th cell. This tensor can be identified with a p x p
symmetric positive semidefinite matrix, where p = 3 for planar constructions
and p = 6 for spatial ones. The number S and the M X p matrices b;s are
readily given by the geometry of the finite element cells and the type of finite
element discretization.

In a typical FMO problem, one is given the number of the finite element cells along
with the matrices b;; in (8.2.9), and a collection F of external loads of interest. The
design vectors are collections ¢ = (t1,...,tx) of positive semidefinite p x p matrices,
and the design specifications always include the natural restrictions ¢; = 0 and an
upper bound Y ¢;Tr(t;) < w, ¢; > 0, on the total weighted trace of ¢;; this bound

reflects, essentijally, an upper bound on the total weight of the construction. Along
with these restrictions, the description of the feasible design set 7 can include other
constraints, such as bounds on the spectra of t;, (i.e., lower bounds on the minimal
and upper bounds on the maximal eigenvalues of ;). With this setup, one seeks
for a design ¢t € 7 that results in the smallest worst case, (i.e., the maximal over
the loads from F) compliance.

The design yielded by FMO usually cannot be implemented “as it is” — in
most cases, it would be either impossible, or too expensive to use a material with
mechanical properties varying from point to point. The role of FMO is in provid-
ing an engineer with an “educated guess” of what the optimal construction could
possibly be; given this guess, engineers produce something similar from composite
materials, applying existing design tools that take into account finer design specifi-
cations, (which may include nonconvex ones), than those taken into consideration
by the FMO design model.

Our third example, due to C. Roos, has nothing in common with mechanics
— it is about design of electrical circuits. Mathematically, however, it is modeled
as a Structural Design problem.

Example 8.2.6. Consider an electrical circuit comprised of resistances and sources
of current. Mathematically, such a circuit can be thought of as a graph with nodes 1,...,n

and a set E of oriented arcs. Every arc + is assigned with its conductance o, > 0 (so
that 1/0. is the resistance of the arc). The nodes are equipped with external sources
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of current, so every node i is assigned with a real number f; — the current supplied by
the source. The steady state functioning of the circuit is characterized by currents 7, in
the arcs and potentials v; at the nodes, (these potentials are defined up to a common
additive constant). The potentials and the currents can be found from the Kirchhoff laws,
specifically, as follows. Let G be the node-arc incidence matrix, so that the columns in
G are indexed by the nodes, the rows are indexed by the arcs, and G.; is 1, —1 or 0,
depending on whether the arc v starts at node ¢, ends at this node, or is not incident to
the node, respectively. The first Kirchhoff law states that sum of all currents in the arcs
leaving a given node minus the sum of all currents in the arcs entering the node is equal
to the external current at the node. Mathematically, this law reads

Gy=1,

where f = (fi,..., fn) and 3 = {5 }yeE are the vector of external currents and the vector
of currents in the arcs, respectively. The second law states that the current in an arc ~
is 04 times the arc voltage — the difference of potentials at the nodes linked by the arc.
Mathematically, this law reads

7= 3Gv, ¥ = Diag{o,,v € E}.
Thus, the potentials are given by the relation
GTsGu=f.

Now, the heat H dissipated in the circuit is the sum, over the arcs, of the products of arc
currents and arc voltages, that is,

H= Z o, ((Gv),)? = v GTEGw.
v

In other words, the heat dissipated in the circuit, the external currents forming a vector
f, is the maximum of the convex quadratic form

21)Tf —2TGTEGw

over all v € R", and the steady state potentials are exactly the maximizers of this quadratic
form. In other words, the situation is as if we were speaking about a mechanical system
with stiffness matrix A(c) = GTXG affinely depending on the vector o > 0 of arc conduc-
tances subject to external load f, with the steady-state potentials in the role of equilibrium
displacements, and the dissipated heat in this state in the role of (twice) the compliance.

It should be noted that the “stiffness matrix” in our present situation is
degenerate — indeed, we clearly have G1 = 0, where 1 is the vector of ones,
(“when the potentials of all nodes are equal, the currents in the arcs should be
zero”), whence A(c)1 = 0 as well. As a result, the necessary condition for the
steady state to exist is f71 = 0, that is, the total sum of all external currents
should be zero — a fact we could easily foresee. Whether this necessary
condition is also sufficient depends on the topology of the circuit.

A straightforward “electrical” analogy of the Structural Design problem would be to
build a circuit of a given topology, (i.e., to equip the arcs of a given graph with nonnegative
conductances forming a design vector o), satisfying specifications ¢ € S in a way that
minimizes the maximal steady-state dissipated heat, the maximum being taken over a

given family F of vectors of external currents.
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8.2.2.2 Structural Design as an uncertain Semidefinite problem

The aforementioned Structural Design problem can be easily posed as an SDP.
The key element in the transformation of the problem is the following semidefinite
representation of the compliance:

Compl,(A4) < 7 & [L;‘ﬁ} -~ 0. (8.2.10)

Compl;(A) <7

Indeed,

s fTy— %UTA’U >7 YveRM

& 2752 —2s5fTo+ vl Av >0 VY([v,s] € RMH1)

2r | —fT
< [—f A ]to

27'fT
@ [f A]EO

where the last < follows from the fact that

] = P e

Thus, the Structural Design problem can be posed as

min {7 [2 L g VieFteT (8.2.11)
nin 7 || = : . 2.

Assuming that the set 7 of feasible designs is LMI representable, problem (8.2.11)
is nothing but the RC of the uncertain semidefinite problem

. 2r | T
: -
min {T : [ FTA® ] =0,te ’T} , (8.2.12)
where the only uncertain data is the load f, and this data varies in a given set F
(or, which is the same, in its closed convex hull cl Conv(F)). Thus, in fact we are
speaking about the RC of a single-load Structural Design problem, with the load
in the role of uncertain data varying in the uncertainty set & = cl Conv(F).

T

In actual design the set F of loads of interest is finite and usually quite
small. For example, when designing a bridge for cars, an engineer is interested in
a quite restricted family of scenarios, primarily in the load coming from many cars
uniformly distributed along the bridge (this is, essentially, what happens in rush
hours), and, perhaps, in a few other scenarios (like loads coming from a single heavy
car in various positions). With finite F = {f1, ..., f¥}, we are in the situation of a
scenario uncertainty, and the RC of (8.2.12) is the explicit semidefinite program

mitn{T: { ? [j;]; ] >O,i:1,...,k7t€’]’}.
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Note, however, that in reality the would-be construction will be affected by small
“occasional” loads (like side wind in the case of a bridge), and the construction
should be stable with respect to these loads. It turns out, however, that the latter
requirement is not necessarily satisfied by the “nominal” construction that takes
into consideration only the loads of primary interest. As an instructive example,
consider the design of a console.

Example 8.2.7. Figure 8.1.(c) represents optimal single-load design of a console
with a 9 X 9 nodal grid on 2-D plane; nodes from the very left column are fixed, the
remaining nodes are free, and the single scenario load is the unit force f acting down and
applied at the mid-node of the very right column (see figure 8.1.(a)). We allow nearly all
tentative bars (numbering 2,039), except for (clearly redundant) bars linking fixed nodes

or long bars that pass through more than two nodes and thus can be split into shorter ones
(figure 8.1.(b)). The set 7 of admissible designs is given solely by the weight restriction:

2039
_ 2039 | )
T={teR .tzO,E t; <1}

=1

(compliance is homogeneous of order 1 w.r.t. ¢: Compl,(At) = ACompl,(t), A > 0, so we
can normalize the weight bound to be 1).

The compliance, in an appropriate scale, of the resulting nominally optimal truss
(12 nodes, 24 bars) w.r.t. the scenario load f is 1.00. At the same time, the construction
turns out to be highly unstable w.r.t. small “occasional” loads distributed along the 10
free nodes used by the nominal design. For example, the mean compliance of the nominal
design w.r.t. a random load h ~ A(0,107%T2) is 5.406 (5.4 times larger than the nominal
compliance), while the “typical” norm ||h||2 of this random load is 107**1/20 — more
than three orders of magnitude less than the norm ||f|]2 = 1 of the scenario load. The
compliance of the nominally optimal truss w.r.t. a “bad” load g that is 10? times smaller
than f (||lgll2 = 107%||f]l2) is 27.6 — by factor 27 larger than the compliance w.r.t. f!
Figure 8.1.(e) shows the deformation of the nominal design under the load 10™*g (that
is, the load that is 10® (!) times smaller than the scenario load). One can compare this
deformation with the one under the load f (figure 8.1.(d)). Figure 8.1.(f) depicts shifts of
the nodes under a sample of 100 random loads h ~ N (0,107 ¢ I50) — loads of norm by 7

plus orders of magnitude less than || f||2 = 1.

To prevent the optimal design from being crushed by a small load that is
outside of the set F of loading scenarios, it makes sense to extend F to a more
“massive” set, primarily by adding to F all loads of magnitude not exceeding a
given “small” uncertainty level p. A challenge here is to decide where the small
loads can be applied. In problems like TTD, it does not make sense to require the
would-be construction to be capable of carrying small loads distributed along all
nodes of the ground structure; indeed, not all of these nodes should be present in
the final design, and of course there is no reason to bother about forces acting at
non-existing nodes. The difficulty is that we do not know in advance which nodes
will be present in the final design. One possibility to resolve this difficulty to some
extent is to use a two-stage procedure as follows:
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(a): 9%x9 nodal grid with
most left nodes fixed and
the load of interest. M =
144 degrees of freedom.

(c): Single-load optimal design,
12 nodes, 24 bars. Compliance
w.r.t. load of interest 1.00.

(d): Deformation of nominal design
under the load of interest.

(e): Deformation of nominal design (f): “Dotted lines”: positions of nodes in
under “occasional” load 108 times deformed nominal design, sample
less than the load of interest. of 100 loads ~ N(0,10716150)

Figure 8.1 Nominal design.
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e at the first stage, we seek for the “nominal” design — the one that is optimal
w.r.t. the “small” set F comprised of the scenario loads and, perhaps, all loads of
magnitude < p acting along the same nodes as the scenario loads — these nodes
definitely will be present in the resulting design;

e at the second stage, we solve the problem again, with the nodes actually
used by the nominal design in the role of our new nodal set M7, and extend F
to the set FT by taking the union of F and the Euclidean ball B, of all loads g,
llgll2 < p, acting along M.

We have arrived at the necessity to solve (8.2.11) in the situation where F is the

union of a finite set {f!,..., f*} and a Euclidean ball. This is a particular case of
the situation when F is the union of S < oo ellipsoids

By={f=["+Bs(: ¢ eR* [|¢°[ < 1}

or, which is the same, Z is the convex hull of the union of S ellipsoids Fn, ..., Es.
The associated “uncertainty-immunized” Structural Design problem (8.2.11) — the
RC of (8.2.12) with Z in the role of F — is clearly equivalent to the problem

min{T:{%— fT }%O VfeE,s=1,.. S-teT}. (8.2.13)
t"r f A(t) p— S 9 ) )

In order to build a tractable equivalent of this semi-infinite semidefinite problem,
we need to build a tractable equivalent to a semi-infinite LMI of the form
o ‘ CTBT + fT
{ BC+f[ Alt)
But such an equivalent is readily given by Theorem 8.2.3 (cf. Example 8.2.2).

Applying the recipe described in this Theorem, we end up with a representation of
(8.2.14) as the following LMI in variables 7, ¢, A:

] =0 Y(CER”: |2 < p). (8.2.14)

A, pBT
27— x| fT | =o. (8.2.15)
pB | f | A®)

Observe that when f =0, (8.2.15) simplifies to

T T
{ QPék iﬁ?) } = 0. (8.2.16)

Example 8.2.7 continued. Let us apply the outlined methodology to the
Console example (Example 8.2.7). In order to immunize the design depicted on
figure 8.1.(c) against small occasional loads, we start with reducing the initial 9 x 9
nodal set to the set of 12 nodes M™ (figure 8.2.(a)) used by the nominal design, and
allow for N = 54 tentative bars on this reduced nodal set (figure 5.1.(b)) (we again
allow for all pair connections of nodes, except for connections of two fixed nodes
and for long bars passing through more than two nodes). According to the outlined
methodology, we should then extend the original singleton F = {f} of scenario
loads to the larger set 7 = {f} U B, where B, is the Euclidean ball of radius p,
centered at the origin in the (M = 20)-dimensional space of virtual displacements
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of the reduced planar nodal set. With this approach, an immediate question would
be how to specify p. In order to avoid an ad hoc choice of p, we modify our
approach as follows. Recalling that the compliance of the nominally optimal design
w.r.t. the scenario load is 1.00, let us impose on our would-be “immunized” design
the restriction that its worst case compliance w.r.t. the extended scenario set
F, = {f}U B, should be at most 7, = 1.025, (i.e., 2.5% more than the optimal
nominal compliance), and maximize under this restriction the radius p. In other
words, we seek for a truss of the same unit weight as the nominally optimal one
with “nearly optimal” rigidity w.r.t. the scenario load f and as large as possible
worst-case rigidity w.r.t. occasional loads of a given magnitude. The resulting
problem is the semi-infinite semidefinite program

or. | T
) =
max<{ p: 27, | phT )
t,p [ oh | A } =0 V(h:|hll2<1)

t=0, 2N ;<1

This semi-infinite program is equivalent to the usual semidefinite program

27, | fT
] =
max{ p: [QT*IM pIM}%O

t,p
plv | A(t)
t=0, N <1

(8.2.17)

(cf. (8.2.16)).

Computation shows that for Example 8.2.7, the optimal value in (8.2.17)
is px = 0.362; the robust design yielded by the optimal solution to the problem
is depicted in figure 8.2.(c). Along with the differences in sizing of bars, note
the difference in the structures of the robust and the nominal design (figure 8.3).
Observe that passing from the nominal to the robust design, we lose just 2.5%
in the rigidity w.r.t. the scenario load and gain a dramatic improvement in the
capability to carry occasional loads. Indeed, the compliance of the robust truss
w.r.t. every load g of the magnitude ||g||o = 0.36 (36% of the magnitude of the
load of interest) is at most 1.025; the similar quantity for the nominal design is
as large as 1.65x10° ! An additional evidence of the dramatic advantages of the
robust design as compared to the nominal one can be obtained by comparing the
pictures (d) through (f) in figure 8.1 with their counterparts in figure 8.2.

8.2.3 Applications in Robust Control

A major source of uncertain Semidefinite problems is Robust Control. An instruc-
tive example is given by Lyapunov Stability Analysis/Synthesis.
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N\

7
(a): reduced 12-node set with
most left nodes fixed and the
load of interest. M = 20
degrees of freedom.

N

(b): 54 tentative bars

D

(c): Robust optimal design, 12
nodes, 24 bars. Compliance
w.r.t. load of interest 1.025.

(d): Deformation of robust design
under the load of interest.

(e): Deformation of robust design
under “occasional” load 10 times
less than the load of interest.

(f): “Bold dots”: positions of nodes
in deformated robust design over
100 loads ~ ./\/'(07 107212())

Figure 8.2 Robust design.
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Figure 8.3 Nominal (left) and robust (right) designs.

8.2.3.1 Lyapunov Stability Analysis

Consider a time-varying linear dynamical system “closed” by a linear output-based
feedback:

(a) | z(t) = Ax(t) + Bru(t) + Red: [open loop system, or plant]

®) | y(t) = Cix(t) + Did; [output]

(¢) |u(t) = Ky(t) [output-based feedback] (8.2.18)
4

(d) | z(t) = [Ai+ B:K.Ciz(t) + [Re + B: K¢ D:]d; [closed loop system] ‘

where z(t) € R”, u(t) € R™, d; € RP, y(t) € R? are respectively, the state, the
control, the external disturbance, and the output at time ¢, A;, By, Ry, Cy, Dy are
matrices of appropriate sizes specifying the dynamics of the system; and K; is the
feedback matrix. We assume that the dynamical system in question is uncertain,
meaning that we do not know the dependencies of the matrices Ay,...,K; on t; all we
know is that the collection My = (A¢, B, Ct, Dy, Ry, K3) of all these matrices stays
all the time within a given compact uncertainty set M. For our further purposes,
it makes sense to think that there exists an underlying time-invariant “nominal”
system corresponding to known nominal values A™,..., K of the matrices A, ..., K;,
while the actual dynamics corresponds to the case when the matrices drift (perhaps,
in a time-dependent fashion) around their nominal values.

An important desired property of a linear dynamical system is its stability
— the fact that every state trajectory x(t) of (every realization of) the closed loop
system converges to 0 as t — oo, provided that the external disturbances d; are
identically zero. For a time-invariant linear system

& =Q"x,
the necessary and sufficient stability condition is that all eigenvalues of A have neg-
ative real parts or, equivalently, that there exists a Lyapunov Stability Certificate



UNCERTAIN SEMIDEFINITE PROBLEMS WITH TRACTABLE RCS 219

(LSC) — a positive definite symmetric matrix X such that
Q@M"X +XQ" <0.
For uncertain system (8.2.18), a sufficient stability condition is that all matrices
QecQ={Q=A" 4+ BMKMCM . M ¢ M}

have a common LSC X, that is, there exists X > 0 such that

(a) RTX +XQT <0 VQeQ

(i (8.2.19)

(b) [AM 4 BMKMCM|TX + X[AM + BMKMCM] <0 VM € M;

here AM..... KM are the components of a collection M € M.

The fact that the existence of a common LSC for all matrices Q € Q is
sufficient for the stability of the closed loop system is nearly evident. Indeed,
since M is compact, for every feasible solution X > 0 of the semi-infinite LMI
(8.2.19) one has

VM e M : [AM + BYKMOM)" X + X[AM + BYKMCY) < —aX (%)

with appropriate a > 0. Now let us look what happens with the quadratic
form z7Xx along a state trajectory z(t) of (8.2.18). Setting f(t) =
2T ()X x(t) and invoking (8.2.18.d), we have

@) =27 () Xx(t) + x(t) Xa(t)
= 2" (t) [[At + B:K:Ce]" X + X[Ar + B K Cy]] 2(t)
where the concluding inequality is due to (*). From the resulting differential
inequality

f'(t) < —af(t)
it follows that
£(t) < exp{—at}f(0) = 0, t — oo,

Recalling that f(t) = 27 (t)Xz(t) and X is positive definite, we conclude that

z(t) — 0 as t — co.

Observe that the set Q is compact along with M. It follows that X is an LSC if
and only if X > 0 and

B>0:QTX+XQ=-8I VQeQ
& 3B>0:QTX +XQ < —-pI VQ € Conv(Q).
Multiplying such an X by an appropriate positive real, we can ensure that
X-T&QTX +XQ < —-I VQ € Conv(Q). (8.2.20)

Thus, we lose nothing when requiring from an LSC to satisfy the latter system of
(semi-infinite) LMIs, and from now on LSCs in question will be exactly the solutions
of this system.

Observe that (8.2.20) is nothing but the RC of the uncertain system of LMIs
X-T&QTX +XQ = —1I, (8.2.21)
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the uncertain data being @ and the uncertainty set being Conv(Q). Thus, RCs
arise naturally in the context of Robust Control.

Now let us apply the results on tractability of the RCs of uncertain LMI in
order to understand when the question of existence of an LSC for a given uncertain
system (8.2.18) can be posed in a computationally tractable form. There are, es-
sentially, two such cases — polytopic and unstructured norm-bounded uncertainty.

Polytopic uncertainty. By definition, polytopic uncertainty means that the set
Conv(Q) is given as a convex hull of an explicit list of “scenarios” Q%, i =1,..., N:

Conv(Q) = Conv{Q*, ...,QN}.

In our context this situation occurs when the components AM BM CM KM of
M € M run, independently of each other, through convex hulls of respective sce-
narios

Sa = Conv{Al, ... AN4} Sp = Conv{B!, ..., BNs},
Sc = Conv{C"H,...,CNe} Sy = Conv{K!, ..., KNx};
in this case, the set Conv(Q) is nothing but the convex hull of N = NoNgNc Nk
“scenarios” QR = A + BIK!CF, 1 < i< Ny,....1 <{< Ng.
Indeed, Q clearly contains all matrices Q7** and therefore Conv(Q) O
Conv({Q%**}). On the other hand, the mapping (A, B,C,K) — A+ BKC
is polylinear, so that the image O of the set Sa X Sp X Sc X Sk un-

der this mapping is contained in the convex set Conv({Q"**}), whence

Conv({Q"**}) D Conv(Q).

In the case in question we are in the situation of scenario perturbations, so
that (8.2.21) is equivalent to the explicit system of LMIs

X-L[QT"X+XQ'<~-I,i=1,...,N.

Unstructured norm-bounded uncertainty. Here
Conv(Q) ={Q = Q" + UCV : ¢ € RP*Y,|[C[l2.2 < p}-

In our context this situation occurs, e.g., when 3 of the 4 matrices AM, BM CM,
KM_ M € M, are in fact certain, and the remaining matrix, say, AM, runs through
a set of the form {A™ + GCH : ¢ € RP*7||(]|2,2 < p}.

In the case of unstructured norm-bounded uncertainty, the semi-infinite LMI
in (8.2.21) is of the form

QTX +XQ = —I YQ € Conv(Q)
)
I - [Q""X - XQ" + —XUC\K_;LRTCTL(X)] =0
AL (X) LT(x) R
V(¢ € RPX,[|(]l2,2 < p)-
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Invoking Theorem 8.2.3, (8.2.21) is equivalent to the explicit system of LMIs

A, | pUT X
pXU | -1 —[QYTX - XQ" - \VTV

X =1, = 0. (8.2.22)

in variables X, A.

8.2.3.2 Lyapunov Stability Synthesis

We have considered the Stability Analysis problem, where one, given an uncertain
closed-loop dynamical system along with the associated uncertainty set M, seeks
to verify a sufficient stability condition. A more challenging problem is Stability
Synthesis: given an uncertain open loop system (8.2.18.a—b) along with the associ-
ated compact uncertainty set M in the space of collections M= (A,B,C,D,R),
find a linear output-based feedback

u(t) = Ky(t)
and an LSC for the resulting closed loop system.
The Synthesis problem has a nice solution, due to [21], in the case of state-
based feedback (that is, C; = I) and under the assumption that the feedback is
implemented exactly, so that the state dynamics of the closed loop system is given

b

The pairs (K, X) of “feedback — LSC” that we are looking for are exactly the feasible
solutions to the system of semi-infinite matrix inequalities in variables X, K:
X =0&[A+BK|"X + X[A+ BK] <0 V[A,B] € AB; (8.2.24)

here AB is the projection of M on the space of [A, B] data. The difficulty is that
the system is nonlinear in the variables. As a remedy, let us carry out the nonlinear
substitution of variables X = Y~!, K = ZY~!. With this substitution, (8.2.24)
becomes a system in the new variables Y, Z:

Y =0&[A+BzZY 'Y '+ Y ' [A+BZY '] <0 V[A, B] € AB;

multiplying both sides of the second matrix inequality from the left and from the
right by Y, we convert the system to the equivalent form

Y =0, & AY +YAT + BZ+ ZT"BT <0 V[A,B] € AB.

Since AB is compact along with M , the solutions to the latter system are exactly
the pairs (Y, Z) that can be obtained by scaling (Y, Z) — (AY,AZ), A > 0, from
the solutions to the system of semi-infinite LMIs

Y =T& AY +YAT + BZ +2Z"B" < -1 V[A, B] € AB (8.2.25)

in variables Y, Z. When the uncertainty AB can be represented either as a poly-
topic, or as unstructured norm-bounded, the system (8.2.25) of semi-infinite LMIs
admits an equivalent tractable reformulation.
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8.3 EXERCISES

Exercise 8.1. [Robust Linear Estimation, see [48]] Let a signal v € R™ be

observed according to
y=Av+¢,
where A is an m X n matrix, known up to “unstructured norm-bounded perturba-
tion”:
AcA={A=A, +LTAR: A € RP*9 ||Al|22 < p},
and ¢ is a zero mean random noise with a known covariance matrix 3. Our a priori
information on v is that
veV={v:v'Qu <1},
where @) >~ 0. We are looking for a linear estimate
v=Gy

with the smallest possible worst-case mean squared error
EstErr = sup (E{||G[Av+ ¢ —v[2})"?
veEV,AcA

(cf. section 6.6).

1) Reformulate the problem of building the optimal estimate equivalently as
the RC of uncertain semidefinite program with unstructured norm-bounded uncer-
tainty and reduce this RC to an explicit semidefinite program.

2) Assume that m = n, ¥ = 02[,, and the matrices AT A, and Q commute,
so that A, = VDiag{a}U”T and Q = UDiag{q}U” for certain orthogonal matrices
U,V and certain vectors a > 0, ¢ > 0. Let, further, A = {A, + A : ||All22 < p}.
Prove that in the situation in question we lose nothing when looking for G in the
form of

G = UDiag{g}V7,
and build an explicit convex optimization program with just two variables specifying
the optimal choice of G.

8.4 NOTES AND REMARKS

NR 8.1. Theorem 8.2.3 was discovered in [32]. The uncertain Truss Topology
Design problem (Example 8.2.4) was considered in [3]; this problem partly inspired
our initial activity on Convex RO. The Free Material Optimization methodology
in Structural Design was proposed by M. Bendsge [2] and Ringertz [99]; for more
detailed derivation and analysis of SDO models in Structural Design, see [6] and
[8, section 4.8].

NR 8.2. The material of Section 8.2.3 is now a standard component of the
LMI-based Robust Control Theory; our presentation of this material follows [32].
Along with stability analysis/synthesis for uncertain linear dynamical systems, un-
certain LMIs have many other applications in Robust Control. Indeed, not only



UNCERTAIN SEMIDEFINITE PROBLEMS WITH TRACTABLE RCS 223

the stability, but many other “desirable properties” of certain time-invariant linear
systems are “LMI-representable” — they can be certified by a solution to an appro-
priate system S of LMIs with the data readily given by the data of the dynamical
system. When allowing the latter data to vary in time, staying within a given un-
certainty set, that is, when passing from a certain time-invariant linear system to
its uncertain time-varying counterpart, the data in S also become uncertain. Typ-
ically, the existence of a robust feasible solution to the resulting uncertain system
of LMIs is a sufficient condition for the dynamical system to enjoy the desirable
property in question in a robust fashion, which makes uncertain LMIs an important
integral part of Robust Control. For more details on this subject, see [32].
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Chapter Nine

Approximating RCs of Uncertain Semidefinite

Problems

9.1 TIGHT TRACTABLE APPROXIMATIONS OF RCS OF UNCERTAIN
SDPS WITH STRUCTURED NORM-BOUNDED UNCERTAINTY

We have seen that the possibility to reformulate the RC of an uncertain semidefinite
program in a computationally tractable form is a “rare commodity,” so that there
are all reasons to be interested in the second best thing — in situations where the
RC admits a tight tractable approximation. To the best of our knowledge, just
one such case is known — the case of structured norm-bounded uncertainty we are
about to consider in this chapter.

9.1.1 Uncertain LMI with Structured Norm-Bounded Perturbations

Consider an uncertain LMI
Ac(y) =0 (8.2.2)

where the “body” A¢(y) is bi-linear in the design vector y and the perturbation
vector (. The definition of a structured norm-bounded perturbation follows the
path we got acquainted with in chapter 5:

Definition 9.1.1. We say that the uncertain constraint (8.2.2) is affected by
structured norm-bounded uncertainty with uncertainty level p, if

1. The perturbation set Z, is of the form

_ 1 Ly . CZER7‘C€|§P7£€IS }
Z —{C_(C 7~-.7C ) CZERpgxqg . H<ZH2,2§P7Z¢IS

2. The body A¢(y) of the constraint can be represented as

Acly) = An(y)JrZE ¢ Aely)

€Ts
T [LT ()¢ Ry + RT[CYT Lo(y)] 9.1.2)

(9.1.1)

where Ay(y), £ € Zs, and Ly(y), £ & Zs, are affine in y, and Ry, ¢ & Z;, are nonzero.

Theorem 9.1.2. Given uncertain LMI (8.2.2) with structured norm-bounded
uncertainty (9.1.1), (9.1.2), let us associate with it the following system of LMIs in
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variables Yy, £ =1,..., L, A¢, L € T, y:
(a) Yo +£Ai(y), L €I

My | L)
L7 () | Vi ME[R:

() A(y) - pén -0

(b)

=0, 0 &1 (9.1.3)

Then system (9.1.3) is a safe tractable approximation of the RC
Ac(y) =0 V¢ € Z, (9.1.4)

of (8.2.2), (9.1.1), (9.1.2), and the tightness factor of this approximation does not
exceed ¥(u), where p is the smallest integer > 2 such that p > max Rank(As(y))
y

for all £ € T, and 9(-) is a universal function of y such that

0(2) = 5. () = 2, 0(u) < 7/a /2, 1 > 2.
The approximation is exact, if either L = 1, or all perturbations are scalar, (i.e.,
Zs ={1,...,L}) and all A,(y) are of ranks not exceeding 1.

Proof. Let us fix y and observe that a collection y, Y7, ..., Y7, can be extended
to a feasible solution of (9.1.3) if and only if

—pYe = CCAuly), L € I,
V(e Z,:

*pYVE = L?(y)CKRf + Rz[CZ}TLK(y)v ¢ g Zs
(see Theorem 8.2.3). It follows that if, in addition, Y7 satisfy (9.1.3.c), then y
is feasible for (9.1.4), so that (9.1.3) is a safe tractable approximation of (9.1.4).
The fact that this approximation is tight within the factor ¥(u) is readily given
by the Real Case Matrix Cube Theorem, see Appendix B.4.6. The fact that the
approximation is exact when L = 1 is evident when Zg = {1} and is readily given
by Theorem 8.2.3 when Z; = (). The fact that the approximation is exact when
all perturbations are scalar and all matrices Ay(y) are of ranks not exceeding 1 is
evident. d

9.1.2 Application: Lyapunov Stability Analysis/Synthesis Revisited

We start with the Analysis problem. Consider the uncertain time-varying dynami-
cal system (8.2.18) and assume that the uncertainty set Conv(Q) = Conv({AM +
BMEMCMY . M € M}) in (8.2.20) is an interval uncertainty, meaning that
L
Conv(Q) = Q"+ pZ, Z= {3 GUs: [l <1},
=1
Rank(Up) < p, 1 < ¢ < L.

(9.1.5)

Such a situation (with p = 1) arises, e.g., when two of the 3 matrices By, Cy, K¢
are certain, and the remaining one of these 3 matrices, say, K, and the matrix
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A, are affected by entry-wise uncertainty:

y Ay — AL < paiV(i, 5)
AM KMY: M e M :{A,K: [Asj — Ay ] < pous ¥ ;
{ ) ) ( ) [Kpq — K]r}q' < pripg ¥(p; q)

In this case, denoting by B™, C™ the (certain!) matrices B;, Cy, we clearly
have

Conv(Q) = A"+ B"K"C" +P{ (3 &islaijeie]]
—_— ~
on 2
+anq[’quanpggCn” : |£l]| <1 mpe| < 1}7

p,q

where e;, fp, g4 are the standard basic orths in the spaces RU™® RImu
and RY™Y | respectively. Note that the matrix coefficients at the “elementary
perturbations” &;j, npq are of rank 1, and these perturbations, independently
of each other, run through [—1, 1] — exactly as required in (9.1.5) for p = 1.

In the situation of (9.1.5), the semi-infinite Lyapunov LMI
QTX + XQ < —1VQ € Conv(Q)
in (8.2.20) reads

L
—I—[Q""X = XQ"+p > ¢ [-U/ X — XUy
(=1 ———— (9.1.6)
ALL(X) Ae(X)

S OMC |Gl <1, 0=1,.., L),

We are in the case of structured norm-bounded perturbations with Zs = {1, ..., L}.
Noting that the ranks of all matrices A,(X) never exceed 2u (since all Uy are of
ranks < p), the safe tractable approximation of (9.1.6) given by Theorem 9.1.2 is
tight within the factor ¥(2u). It follows, in particular, that in the case of (9.1.5)
with ;1 = 1, we can find efficiently a lower bound, tight within the factor w/2, on
the Lyapunov Stability Radius of the uncertain system (8.2.18) (that is, on the
supremum of those p for which the stability of our uncertain dynamical system can
be certified by an LSC). The lower bound in question is the supremum of those p for
which the approximation is feasible, and this supremum can be easily approximated
to whatever accuracy by bisection.

We can process in the same fashion the Lyapunov Stability Synthesis problem
in the presence of interval uncertainty. Specifically, assume that Cy = I and the
uncertainty set AB = {[AM, BM] : M € M} underlying the Synthesis problem is
an interval uncertainty:

L
AB =[A", B"] + p{> ¢Us : [[Clloe <1}, Rank(Uy) < VL. (9.1.7)
=1

We arrive at the situation of (9.1.7) with u = 1, e.g., when AB corresponds
to entry-wise uncertainty:

AB = [A", B + p{H = [6A,6B] : |Hi;| < hi; Vi, j}.
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In the case of (9.1.7) the semi-infinite LMI in (8.2.25) reads
— [A% BYY; 2] - [v; Z]"[A", BT

AN (v, 7)
L S (9.1.8)
o2 G[=UY; 21 - [V 2] U | = 0V(C e |Gl <1, £=1,..., L).
=1
A(Y,Z)

We again reach a situation of structured norm-bounded uncertainty with Zy =
{1,...,L} and all matrices Ay(-), £ = 1,..., L, being of ranks at most 2u. Thus,
Theorem 9.1.2 provides us with a tight, within factor ¥(2u), safe tractable approx-
imation of the Lyapunov Stability Synthesis problem.

Illustration: Controlling a multiple pendulum. Consider a multiple pendu-
lum (“a train”) depicted in figure 9.1. Denoting by m,, ¢ = 1,...,4, the masses
of the “engine” (i = 1) and the “cars” (i = 2,3,4, counting from right to left),
Newton’s laws for the dynamical system in question read

my dtQ acl(t) = —kr1x1(t) +r122(t) +u(t)

ma dt2 x2(t) =  rkix1(t) —(K1 + K2)za(t) +rows(t)

ms dt2 x3(t) = koxa(t) —(ka + k3)xs(t) Fr3za(t)

madzaa(t) = kax3(t) —rawa(t),
(9.1.9)

where z;(t) are shifts of the engine and the cars from their respective positions
in the state of rest (where nothing moves and the springs are neither shrunk nor
expanded), and k; are the elasticity constants of the springs (counted from right
to left). Passing from masses m; to their reciprocals p; = 1/m; and adding to the
coordinates of the cars their velocities v;(t) = ;(t), we can rewrite (9.1.9) as the
system of 8 linear differential equations:

1
1
1
1
i) = — o z(t)
Kipe —[Rk1 + Ka]pe Kafh2
Kops —[k2 + Kalus K33
L K3pa  —K3a i
Ay
+ u(t
— | u(t)
L |
B

(9.1.10)
where x(t) = [x1(t); x2(t); z3(t); z4(t); v1(t); v2(t); v3(t); va(t)]. System (9.1.10) “as
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Figure 9.1 “Train”: 4 masses (3 “cars” and “engine”) linked by elastic springs and sliding
without friction (aside of controlled force u) along “rail” AA.

it is” (i.e., with trivial control u(-) = 0) is unstable; not only it has a solution that
does not converge to 0 as t — o0, it has even an unbounded solution (specifically,
one where z;(t) = vt, v;(t) = v, which corresponds to uniform motion of the cars
and the engine with no tensions in the springs). Let us look for a stabilizing state-
based linear feedback controller

u(t) = Kx(t), (9.1.11)

that is robust w.r.t. the masses of the cars and the engine when they vary in
given segments A;, i = 1,...,4. To this end we can apply the Lyapunov Stability
Synthesis machinery. Observe that to say that the masses m; run, independently
of each other, through given segments is exactly the same as to say that their
reciprocals p; run, independently of each other, through other given segments A;
thus, our goal is as follows:

Stabilization: Given elasticity constants k; and segments A; C {u >
0},i=1,...,4, find a linear feedback (9.1.11) and a Lyapunov Stability
Certificate X for the corresponding closed loop system (9.1.10), (9.1.11),
with the uncertainty set for the system being

AB = {[A,IMB/J,] HYIPS A/L, 1 =1, ,4}

Note that in our context the Lyapunov Stability Synthesis approach is, so to
speak, “doubly conservative.” First, the existence of a common LSC for all
matrices () from a given compact set Q is only a sufficient condition for the
stability of the uncertain dynamical system

z(t) = Quz(t), Q¢ € QVE,

and as such this condition is conservative. Second, in our train example
there are reasons to think of m; as of uncertain data (in reality the loads
of the cars and the mass of the engine could vary from trip to trip, and we
would not like to re-adjust the controller as long as these changes are within a
reasonable range), but there is absolutely no reason to think of these masses
as varying in time. Indeed, we could perhaps imagine a mechanism that
makes the masses m; time-dependent, but with this mechanism our original
model (9.1.9) becomes invalid — Newton’s laws in the form of (9.1.9) are not
applicable to systems with varying masses and at the very best they offer

a reasonable approximation of the true model, provided that the changes in
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masses are slow. Thus, in our train example a common LSC for all matrices
Q = A+ BK, [A,B] € AB, would guarantee much more than required,
namely, that all trajectories of the closed loop system “train plus feedback
controller” converge to 0 as ¢ — oo even in the case when the parameters
w; € A} vary in time at a high speed. This is much more than what we
actually need — convergence to 0 of all trajectories in the case when u; € A/

do not vary in time.
The system of semi-infinite LMIs we are about to process in the connection of the
Lyapunov Stability Synthesis is
(a) [A,B][Y;Z]+1Y;Z)T]A, B]T < —aY, V[A, B] € AB
0) Y=I (9.1.12)
(c) Y <xI,

where & > 0 and x > 1 are given. This system differs slightly from the “canonical”
system (8.2.25), and the difference is twofold:

e [major] in (8.2.25), the semi-infinite Lyapunov LMI is written as
(A, BIY; 2] + [Y; 2[4, B]T < —1,
which is just a convenient way to express the relation
[A,B][Y; Z] +[Y; Z]T[A, B]T <0,V[A, B] € AB.

Every feasible solution [Y; Z] to this LMI with Y > 0 produces a stabilizing
feedback K = ZY ~! and the common LSC X = Y ! for all instances of the
matrix Q = A+ BK, [A, B] € AB, of the closed loop system, i.e.,

[A+BK|"X + X[A+ BK] <0 V[A, B] € AB.

The latter condition, however, says nothing about the corresponding decay
rate. In contrast, when [Y; Z] is feasible for (9.1.12.a,b), the associated sta-
bilizing feedback K = ZY ~! and LSC X = Y ~! satisfy the relation

[A+ BK|TX 4+ X[A + BK] < —aX V[A, B] € AB,

and this relation, as we have seen when introducing the Lyapunov Stability
Certificate, implies that

2T () X2(t) < exp{—at}z?(0)Xz(0), t >0,

which guarantees that the decay rate in the closed loop system is at least «.
In our illustration (same as in real life), we prefer to deal with this “stronger”
form of the Lyapunov Stability Synthesis requirement, in order to have a
control over the decay rate associated with the would-be controller.

e [minor] In (9.1.12) we impose an upper bound on the condition number (ratio
of the maximal and minimal eigenvalues) of the would-be LSC; with normal-
ization of Y given by (9.1.12.b), this bound is ensured by (9.1.12.¢) and is
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precisely x. The only purpose of this bound is to avoid working with ex-
tremely ill-conditioned positive definite matrices, which can cause numerical
problems.

Now let us use Theorem 9.1.2 to get a tight safe tractable approximation of the semi-
infinite system of LMIs (9.1.12). Denoting by u!' the midpoints of the segments A/
and by ¢; the half-width of these segments, we have

AB = {[A,, B, € Ali=1,..,4}
4
= {[An,Bn]+ 3 QU |Gl <1, 0=1,...,4},
=1
U = depeqy
where p, € R® has the only nonzero entry, equal to 1, in the position 4 + ¢, and
qlT —k1 K1 1
4 _ K1 | —[k1 + K2 K2
4 K2 —[ro + k3] | K3
QZ K3 —k3

Consequently, the analogy of (9.1.12) with uncertainty level p ((9.1.12) itself corre-
sponds to p = 1) is the semi-infinite system of LMIs

—aY = [An, BullY; 2] - [Y; 2] [An, Bn]"

Al (v, z)
< T T T (9.1.13)
+pZZ Ce(—0elpeqr [Y; Z] + [V Z) qepg ]) = OV(C 2 |Gl <1, £=1,...,4) 7
=1
Au(Y,Z)

Y =13, Y 2 xlg

in variables Y, Z (cf. (9.1.8)). The safe tractable approximation of this semi-infinite
system of LMIs as given by Theorem 9.1.2 is the system of LMIs

Yo = £ AV, Z), £ =1,...,4
4
ANY,Z)—p > V=0 (9.1.14)
{=1
Y =I5, Y < xls

in variables Y, Z, Y1, ..., Yy. Since all Uy are of rank 1 and therefore all Ay(Y, Z) are
of rank < 2, Theorem 9.1.2 states that this safe approximation is tight within the
factor w/2.

Of course, in our toy example no approximation is needed — the set AB is a
polytopic uncertainty with just 2! = 16 vertices, and we can straightforwardly
convert (9.1.13) into an exactly equivalent system of 18 LMIs

4
An(}/’ Z) = 14 Z 6[A[(Y, Z): € = i17 L= 17 74
=1
Y t 187 Y j XIS

in variables Y, Z. The situation would change dramatically if there were,

say, 30 cars in our train rather than just 3. Indeed, in the latter case the
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precise “polytopic” approach would require solving a system of 23! 4+ 2 =
2,147,483,650 LMIs of the size 62 x 62 in variables Y € 852, 7 ¢ R*%3,
which is a bit too much... In contrast, the approximation (9.1.14) is a system
of just 31 + 2 = 33 LMIs of the size 62 x 62 in variables {Y; € S%2}3,,
Y € 8%, Z € R (totally (31 + 1)%%% + 63 = 60606 scalar decision
variables). One can argue that the latter problem still is too large from a
practical perspective. But in fact it can be shown (see Exercise 9.1) that in
this problem, one can easily eliminate the matrices Yz (every one of them can
be replaced with a single scalar decision variable), which reduces the design
dimension of the approximation to 31+ % 463 = 2047. A convex problem

of this size can be solved pretty routinely.

We are about to present numerical results related to stabilization of our toy 3-car
train. The setup in our computations is as follows:

K1 = ko = k3 = 100.0; & = 0.01; y = 108,
§ = (0.5, 15, Ay = Af = A} = [1.5,4.5],

which corresponds to the mass of the engine varying in [2/3,2] and the masses of
the cars varying in [2/9,2/3].

We computed, by a kind of bisection, the largest p for which the approxima-
tion (9.1.14) is feasible; the optimal feedback we have found is

u= 107[ - 0.2892z; — 2.5115z + 6.362223 — 3.5621z4
—0.0019v; — 0.0912vy — 0.0428v3 + 0.1305v4] ,

and the (lower bound on the) Lyapunov Stability radius of the closed loop system
as yielded by our approximation is p = 1.05473. This bound is > 1, meaning
that our feedback stabilizes the train in the above ranges of the masses of the
engine and the cars (and in fact, even in slightly larger ranges 0.65 < m; < 2.11,
0.22 < ma, ms3,my < 0.71). An interesting question is by how much the lower bound
p is less than the Lyapunov Stability radius p, of the closed loop system. Theory
guarantees that the ratio p./p should be < 7/2 = 1.570.... In our small problem
we can compute p, by applying the polytopic uncertainty approach, that results
in p, = 1.05624. Thus, in reality p./p ~ 1.0014, much better than the theoretical
bound 1.570.... In figure 9.2, we present sample trajectories of the closed loop
system yielded by our design, the level of perturbations being 1.054 — pretty close
to p = 1.05473.

9.2 EXERCISES

Exercise 9.1.
1) Let p,q € R™ and A > 0. Prove that App” + $q¢” = £[pq” + qp™].

2) Let p,q be as in 1) with p,q # 0, and let Y € S™ be such that ¥ »=
+[pg” + qp™]. Prove that there exists A > 0 such that Y = App? + %qu.
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0 l‘D 2‘0 3‘0 4‘0 5‘0 E‘D 7‘0 B‘[I 9‘0 100 0 1‘0 Z‘B 3‘0 A‘D S‘D S‘{I 'I‘D B‘D B‘D 100
coordinates x1, T, T3, Ty velocities vy, va, v3, V4
time horizon: 0 <t < 100

0 D‘DE 0‘1 0‘15 0‘2 0‘25 0‘3 0‘35 0‘4 0;5 05 0 0‘05 0‘1 0‘15 0‘2 0‘25 0‘3 0‘35 0‘4 0‘45 05
coordinates x1, xo, T3, T4 velocities vy, v, V3, V4
time horizon: 0 <t < 0.5

Figure 9.2 Sample trajectories of the 3-car train.
3) Consider the semi-infinite LMI of the following specific form:
L
V(¢ ER" : |IClloe 1) : Au(x) + p > _ ¢ [LF (2)Re + RY Ly(x)] =0,  (9.2.1)
{=1

where LT (x), RT € R", Ry # 0 and Ly(x) are affine in z, as is the case in Lyapunov
Stability Analysis/Synthesis under interval uncertainty (9.1.7) with p = 1.

Prove that the safe tractable approximation, tight within the factor 7/2, of
(9.2.1), that is, the system of LMIs

Yy =+ [LE(x)Re + RI Le(z)] , 1 <4< L

An(z) = pXp Yo = 0 (9.2.2)



234 CHAPTER 9

in x and in matrix variables Y7, ..., Y is equivalent to the LMI

Au(z) = p>2 MRIR | LT () L3(x) -+ LI(x)
Ly(x) Ai/p
Lo(z) A2/p =0 (9.2.3)
L) W

in z and real variables A;..., A\;,. Here the equivalence means that x can be extended
to a feasible solution of (9.2.2) if and only if it can be extended to a feasible solution
of (9.2.3).

Exercise 9.2. Consider the Signal Processing problem as follows. We are
given uncertainty-affected observations
y=Av+¢

of a signal v known to belong to a set V. Uncertainty “sits” in the “measurement
error” &, known to belong to a given set Z, and in A — all we know is that A € A.
We assume that V' and = are intersections of ellipsoids centered at the origin:

V={veR":vTPv<1,1<i<I}, [P=0>,P >0

E:{£€Rm§Tij§pg,1§j§J}, [QJEOaZ]QJEO]

and A is given by structured norm-bounded perturbations:

L
A={A=A,+) L{ARy;, Ay € R [|Agllaz < pa}.
/=1

We are interested to build a linear estimate ¥ = Gy of v via y. The | - ||2 error of
such an estimate at a particular v is

Gy = vlla = [G[Av + €] = v]l2 = [(GA = T)v + GE|2,

and we want to build G that minimizes the worst, over all v, A, £ compatible with
our a priori information, estimation error

max  |[(GA—I)v+ G¢||a.

£€Z,veEV,ACA
Build a safe tractable approximation of this problem that seems reasonably tight
when p¢ and py are small.

9.3 NOTES AND REMARKS

NR 9.1. The model of structured norm-bounded perturbations is taken from
the famous p-theory in Robust Control [91]. On the origin of the results underlying
Theorem 9.1.2, see section 7.4.



Chapter Ten
Approximating Chance Constrained CQIs and LMIs

In this chapter, we develop safe tractable approximations of chance constrained
randomly perturbed Conic Quadratic and Linear Matrix Inequalities.

10.1 CHANCE CONSTRAINED LMIS

In previous chapters we have considered the Robust/Approximate Robust Coun-
terparts of uncertain conic quadratic and semidefinite programs. Now we intend to
consider randomly perturbed CQPs and SDPs and to derive safe approximations
of their chance constrained versions (cf. section 2.1). From this perspective, it
is convenient to treat chance constrained CQPs as particular cases of chance con-
strained SDPs (such an option is given by Lemma 6.3.3), so that in the sequel we
focus on chance constrained SDPs. Thus, we are interested in a randomly perturbed
semidefinite program

L

min {cTy:An(y)erZCzAé(y) - O,yey}, (10.1.1)

y
=1

where A"(y) and all A’(y) are affine in y, p > 0 is the “perturbation level,”

¢ = [¢1;..;¢] is a random perturbation, and ) is a semidefinite representable

set. We associate with this problem its chance constrained version

L

min {cTy : Prob {An(y) + pZC@AZ(Z/) = 0} >1—-¢€y€ y} (10.1.2)

Yy
=1

where € < 1 is a given positive tolerance. Our goal is to build a computationally

tractable safe approximation of (10.1.2). We start with assumptions on the random

variables (y, which will be in force everywhere in the following:

Random variables (y, { = 1, ..., L, are independent with zero mean sat-
isfying either

A.TI [“bounded case”] |(e| < 1,¢=1,..., L,

or

A.IT [“Gaussian case”] (, ~ N (0,1),£=1,...,L.

Note that most of the results to follow can be extended to the case when (; are
independent with zero means and “light tail” distributions. We prefer to require
more in order to avoid too many technicalities.



236 CHAPTER 10

10.1.1 Approximating Chance Constrained LMIs: Preliminaries

The problem we are facing is basically as follows:

(?) Given symmetric matrices A, Ay,...,Ar, find a verifiable sufficient

condition for the relation
L

Prob{) " iAr <A} >1—e (10.1.3)
=1

Since ( is with zero mean, it is natural to require A > 0 (this condition clearly is
necessary when ( is symmetrically distributed w.r.t. 0 and e < 0.5). Requiring a
bit more, namely, A > 0, we can reduce the situation to the case when A = I, due
to

L L
Prob{) " (oA < A} = Prob{» ¢ A"/?A4,A7'2 <1}, (10.1.4)
~—_———
(=1 (=1 By

Now let us try to guess a verifiable sufficient condition for the relation
L
Prob{) ¢:By =1} >1—e (10.1.5)
=1
First of all, we do not lose much when strengthening the latter relation to

L
Prob{|| Y (B <1} >1—¢ (10.1.6)
=1
(here and in what follows, ||-|| stands for the standard matrix norm ||-||2,2). Indeed,
the latter condition is nothing but
L
Prob{—I <> (B, I} >1—¢
=1

so that it implies (10.1.5). In the case of ¢ symmetrically distributed w.r.t. the
origin, we have a “nearly inverse” statement: the validity of (10.1.5) implies the
validity of (10.1.6) with e increased to 2e.

The central observation is that whenever (10.1.6) holds true and the distri-
bution of the random matrix
L
S=Y B
=1

is not pathological, we should have
E{[IS*[I} < 0(1),
whence, by Jensen’s Inequality,
[E{S*}| < O1)
as well. Taking into account that E{S?} = ;L:l E{¢?}B?, we conclude that when all

quantities E{¢?} are of order of 1, we should have || 25:1 BZ|| < O(1), or, which
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is the same,

L
> B} <O(1)I. (10.1.7)
/=1

By the above reasoning, (10.1.7) is a kind of a necessary condition for the validity
of the chance constraint (10.1.6), at least for random variables (, that are sym-
metrically distributed w.r.t. the origin and are “of order of 1.” To some extent,
this condition can be treated as nearly sufficient, as is shown by the following two
theorems.

Theorem 10.1.1. Let By, ..., B, € S™ be deterministic matrices such that

L
> B =1 (10.1.8)
=1

and T > 0 be a deterministic real. Let, further, (;, £ = 1,..., L, be independent
random variables taking values in [—1, 1] such that

L
X = Prob { 1Y 6Bl < T} > 0. (10.1.9)
(=1
Then
L 1
VQ > T : Prob { Z CoeBel > Q} < N exp{—(Q — Y1)?/16}. (10.1.10)
(=1

Proof. Let Q = {z € RE : || 3 2¢By|| < 1}. Observe that
¢

1/2 1/2
I zeBelullz <Y [zl Beull < <Z Z?) (ZuT33U> < llzl2llullz,
[ ‘ ‘ [

where the concluding relation is given by (10.1.8). It follows that ||}, z¢Be|| <
||z||2, whence @ contains the unit || - ||2-ball B centered at the origin in RY. Besides
this, @ is clearly closed, convex and symmetric w.r.t. the origin. Invoking the
Talagrand Inequality (see the proof of Lemma B.3.3 in section B.3), we have

B {exp{dist?, ((, YQ)/16}} < (Prob{¢ e YQ}) ™" = 1 (10.1.11)

L

Now, when ¢ is such that || Y (¢Be|| > €, we have ¢ ¢ QQ, whence, due to
=1

symmetry and convexity of @, the set (2 — T)Q + ¢ does not intersect the set

TQ. Since @ contains B, the set (2 — T)Q + ¢ contains || - ||2-ball, centered at (,
of the radius Q2 — Y, and therefore this ball does not intersect Y@ either, whence
dist.;|, (¢, TQ) > @ — Y. The resulting relation

L

1Y Bl > Qe ¢ ¢ QQ = dist,((,TQ) > Q- T
=1
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combines with (10.1.11) and the Tschebyshev Inequality to imply that

L
1
Prob{|| > (B > Q} < N exp{—(Q — T)?/16}. 0
=1
Theorem 10.1.2. Let By,..., By € S™ be deterministic matrices satisfying
(10.1.8) and T > 0 be a deterministic real. Let, further, (s, £ = 1, ..., L, be inde-
pendent A (0,1) random variables such that (10.1.9) holds true with x > 1/2.

Then
L

vQ > T : Prob{|| > (Bl > Q}
=1

< Erf (Erflnv(1 — x) + (2 — T) max[1, Y~ Erflnv(1 — x)]) (10.1.12)

2n—2 201 _
< exp{—ﬂ T ErfIan (1 X)}’

where Erf(-) and ErfInv(-) are the error and the inverse error functions, see (2.3.22).

Proof. Let @ = {z € RF : || >, 2B¢| < T}. By the same argument as in
the beginning of the proof of Theorem 10.1.1, @ contains the centered at the origin
I ||2-ball of the radius Y. Besides this, by definition of ) we have Prob{¢ € Q} > x.
Invoking item (i) of Theorem B.5.1, ) contains the centered at the origin || - ||2-ball
of the radius r = max[Erflnv(1 — x), Y], whence, by item (ii) of this Theorem,
(10.1.12) holds true. O

The last two results are stated next in a form that is better suited for our
purposes.

Corollary 10.1.3. Let A, A4, ..., A be deterministic matrices from S™ such
that

ENyRER S : (10.1.13)
Y Y= A
=1

let T > 0, x > 0 be deterministic reals and (i,...,{;, be independent random
variables satisfying either A.I, or A.II, and such that
L
Prob{-TA =) (¢A; 2 TA} > x. (10.1.14)
=1
Then

(i) When (; satisfy A.I, we have

L
1
VQ > T : Prob{—QA =3 (A, X QA} > 1 —exp{—(Q— T)?/16}; (10.1.15)
X
{=1



APPROXIMATING CHANCE CONSTRAINED CQIS AND LMIS 239

(ii) When ¢, satisfy A.II, and, in addition, y > 0.5, we have

L
VQ > T : Prob{—QA < > (A, X QA
{ o } (10.1.16)
>1—Erf (Erﬂnv(l —x) + (2 = T) max [1, WD 7

with Erf(-), ErfInv(-) given by (2.3.22).

Proof. Let us prove (i). Given positive d, let us set A = A + §I. Observe
that the premise in (10.1.14) clearly implies that A = 0, whence A° = 0. Now
Yo | Ae | 0,
Ay Ad |~
whence, by the Schur Complement Lemma, Y7 = A,[A%]~ Ay, so that

STAATTA Y Vi A A
P4 4

let Yy be such that the conclusion in (10.1.13) holds true. Then [

We see that )
Z [[Aé]—l/QAe[Aé]—lﬂ] <.
[

s
B[

Further, relation (10.1.14) clearly implies that
Prob{—-TA° 2> ¢4, 2 TA’} > x,
¢
or, which is the same,
Prob{—TI <> (B < TI} > x.
¢
Applying Theorem 10.1.1, we conclude that

1
Q> T = Prob{—QI XY (B <QI} >1— —exp{—(Q— T1)*/16},
X
¢
which in view of the structure of Bg is the same as
5 5 1 2
Q> T = Prob{—-0QA° <Y (A, < QA°} > 1 ;exp{—(Q—T) /16}. (10.1.17)
¢
For every Q > T, the sets {¢ : —QAY! <3¢ Ay < QAY} t = 1,2, ..., shrink as t
¢
grows, and their intersection over ¢t = 1,2 ... is the set {{: —QA <> (A <X QA},
‘

so that (10.1.17) implies (10.1.15), and (i) is proved. The proof of (ii) is completely
similar, with Theorem 10.1.2 in the role of Theorem 10.1.1. (|

Comments. When A > 0, invoking the Schur Complement Lemma, the condition

(10.1.13) is satisfied iff it is satisfied with Y, = A;A~1 Ay, which in turn is the case iff

ST A AT A, < A, or which is the same, iff S[A~1/24,A~1/?]? < I. Thus, condition
¢

¢
(10.1.4), (10.1.7) introduced in connection with Problem (?), treated as a condition
on the variable symmetric matrices A, Ay, ..., Ay, is LMI-representable, (10.1.13)
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being the representation. Further, (10.1.13) can be written as the following explicit
LMI on the matrices A, Ay, ..., Ap:

AlA .. AL
A | A

Arrow(A, Ay, ..., AL) = ) _ = 0. (10.1.18)
Ap A

Indeed, when A > 0, the Schur Complement Lemma says that the “block-arrow”
matrix Arrow(A, Ay, ..., Ar) is = 0 if and only if

> AATIA <A,
¢
and this is the case if and only if (10.1.13) holds. Thus, (10.1.13) and (10.1.18) are
equivalent to each other when A > 0, which, by standard approximation argument,
implies the equivalence of these two properties in the general case (that is, when
A = 0). It is worthy of noting that the set of matrices (A, 4y, ..., Ay) satisfying
(10.1.18) form a cone that can be considered as the matrix analogy of the Lorentz
cone (look what happens when all the matrices are 1 X 1 ones).

10.2 THE APPROXIMATION SCHEME

To utilize the outlined observations and results in order to build a safe/“almost
safe” tractable approximation of a chance constrained LMI in (10.1.2), we proceed
as follows.

1) We introduce the following:

Conjecture 10.1. Under assumptions A.I or A.II, condition (10.1.13) implies
the validity of (10.1.14) with known in advance x > 1/2 and “a moderate” (also
known in advance) T > 0.

With properly chosen x and Y, this Conjecture indeed is true, see below. We,
however, prefer not to stick to the corresponding worst-case-oriented values of x and T
and consider x > 1/2, T > 0 as somehow chosen parameters of the construction to follow,
and we proceed as if we know in advance that our conjecture, with the chosen T, y, is
true. Eventually we shall explain how to justify this tactics.

2) Trusting in Conjecture 10.1, we have at our disposal constants T > 0,
X € (0.5,1] such that (10.1.13) implies (10.1.14). We claim that modulo Conjec-
ture 10.1, the following systems of LMIs in variables y, Uy, ..., Uy, are safe tractable
approximations of the chance constrained LMI in (10.1.2):
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In the case of A.IL:
Uy ‘ Al(y)

(a) [ AW A
() p? e; Up 2 Q2 AMy), Q=T +4y/In(x"te 1);

} =0,1<(<L
(10.2.1)

In the case of A.II:
(a) { Us ‘ A'(y)
Al(y) | AM(y)

L
_ B max[Erflnv(e) — Erflnv(1 — x),0] (10.2.2)
(b) p2 Z; U£ = & 2An(y)7 Q=T+ max[l,T*lEI‘ﬂnV(l — X)]

< T 4 max [ErfInv(e) — Erfluv(1 — x),0].
Indeed, assume that y can be extended to a feasible solution (y, Ui, ..., Ur) of (10.2.1). Let
us set A =Q 'A% (y), Ay = pA*(y), Yo = Qp?U,. Then [ Ye | A } =0and > Y, <X A
[

]50,1§£§L

A | A
by (10.2.1). Applying Conjecture 10.1 to the matrices A, A1, ..., AL, we conclude that
(10.1.14) holds true as well. Applying Corollary 10.1.3.(i), we get

Prob {p T 6uA‘(y) £ A°() | = Prob { £ s 224}
[ I3
<x7! exp{—(Q — T)2/16} =,
as claimed.

Relation (10.2.2) can be justified, modulo the validity of Conjecture 10.1, in the
same fashion, with item (ii) of Corollary 10.1.3 in the role of item (i).

3) We replace the chance constrained LMI problem (10.1.2) with the
outlined safe (modulo the validity of Conjecture 10.1) approximation, thus arriving
at the approximating problem

Ur | Ay)
=0,1</(<L
o Al(y) | A% (y)
min < ¢ y: , (10.2.3)

y,{Ue} 5 5
PP U Q2 AN y), ye Y
¢

where (2 is given by the required tolerance and our guesses for Y and x according to
(10.2.1) or (10.2.2), depending on whether we are in the case of a bounded random
perturbation model (Assumption A.I) or a Gaussian one (Assumption A.IT).

We solve the approximating SDO problem and obtain its optimal solution
Ys. If (10.2.3) were indeed a safe approximation of (10.1.2), we would be done:
1y« would be a feasible suboptimal solution to the chance constrained problem of
interest. However, since we are not sure of the validity of Conjecture 10.1, we need
an additional phase — post-optimality analysis — aimed at justifying the feasibility
of y, for the chance constrained problem. Note that at this phase, we should not
bother about the validity of Conjecture 10.1 in full generality — all we need is to
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Jjustify the validity of the relation

Prob{-TA =) (As 3 TA} > x (10.2.4)
¢
for specific matrices

A=Q7 ANy, Ap=pA(y), L=1,..,L, (10.2.5)

which we have in our disposal after y, is found, and which indeed satisfy (10.1.13)
(cf. “justification” of approximations (10.2.1), (10.2.2) in item 2)).

In principle, there are several ways to justify (10.2.4):

i) Under certain structural assumptions on the matrices A, A, and with properly
chosen x, YT, our Conjecture 10.1 is provably true. Specifically, we shall see in
section 10.4 that:

(a) when A, A, are diagonal, (which corresponds to the semidefinite refor-
mulation of a Linear Optimization problem), Conjecture 10.1 holds true
with x = 0.75 and T = 1/31In(8m) (recall that m is the size of the
matrices A, Ay, ..., AL);

(b) when A, A, are arrow matrices, (which corresponds to the semidefinite

reformulation of a conic quadratic problem), Conjecture 10.1 holds true
with x = 0.75 and T = 4v/2.

i1) Utilizing deep results from Functional Analysis, it can be proved (see Propo-
sition B.5.2) that Conjecture 10.1 is true for all matrices A, Ay, ..., A, when
x = 0.75 and T = 44/Ilnmax[m, 3]. It should be added that in order for our
Conjecture 10.1 to be true for all L and all m x m matrices A, Ay, ..., Ay with
x not too small, T should be at least O(1)vInm with appropriate positive
absolute constant O(1).

In view of the above facts, we could in principle avoid the necessity to rely on
any conjecture. However, the “theoretically valid” values of Y,y are by definition
worst-case oriented and can be too conservative for the particular matrices we are
interested in. The situation is even worse: these theoretically valid values reflect
not the worst case “as it is,” but rather our abilities to analyze this worst case
and therefore are conservative estimates of the “true” (and already conservative)
T, x. This is why we prefer to use a technique that is based on guessing Y, x and a
subsequent “verification of the guess” by a simulation-based justification of (10.2.4).

Comments. Note that our proposed course of action is completely similar to
what we did in section 2.2. The essence of the matter there was as follows: we were
interested in building a safe approximation of the chance constraint

L
Y Gar<a (10.2.6)
(=1

with deterministic a,aq,...,ar, € R and random (; satisfying Assumption A.I. To
this end, we used the provable fact expressed by Proposition 2.3.1:
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Whenever random variables (1, ..., (1, satisfy A.I and deterministic reals
b,ay,...,ar, are such that

or, which is the same,

b ‘ aq ay,
a1 b

Arrow(b, ay,...,ar) = ) =0,
arg, b

one has

L
vQ>0: Prob{z Coap < Qb} >1—9(Q),
=1

$(Q) = exp{-Q?/2}.
As a result, the condition

—1
Q a‘ a1 ar,

Il
Y
o

Arrow(Q Ya, aq, ..., ar)

ar, QO la

is sufficient for the validity of the chance constraint

Prob {Z Coap < a} >1—(Q).

¢
What we are doing under Assumption A.I now can be sketched as follows: we are
interested in building a safe approximation of the chance constraint

L
D GA <A (10.2.7)

=1
with deterministic A, Aq,..., Ay € 8" and random (; satisfying Assumption A.I.
To this end, we use the following provable fact expressed by Theorem 10.1.1:

Whenever random variables (1, ..., (, satisfy A.I and deterministic sym-
metric matrices B, Ay, ..., A, are such that

B A .. AL
A | B

Arrow(B, Ay, ..., AL) = . ) =0, O]
Ap B

and
Prob{-"TB <) (/A < TB} > x (+)
L
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with certain x, Y > 0, one has

L
VQ > T : Prob { Z CgAg = QB} >1- '(/}T,X(Q>7
{=1

Py () = xPexp{—(22— T)?/16}.

As a result, the condition

QA A LA
A, Q1A
AH‘OW(Q_lA, Ay, .., AL) = . . =0
Ap 0tA

is a sufficient condition for the validity of the chance constraint

Prob {Z CeAr < A} > 1=y x (D),

¢
provided that Q@ > Y and x > 0, T > 0 are such that the matrices B, A1, ..., AL
satisfy ().

The constructions are pretty similar; the only difference is that in the matrix
case we need an additional “provided that,” which is absent in the scalar case. In
fact, it is automatically present in the scalar case: from the Tschebyshev Inequality
it follows that when B, Ay, ..., Ay, are scalars, condition (!) implies the validity of
() with, say, x = 0.75 and T = 2. We now could apply the matrix-case result to
recover the scalar-case, at the cost of replacing () with 13 9.75(€2), which is not
that big a loss.

Conjecture 10.1 suggests that in the matrix case we also should not bother
much about “provided that” — it is automatically implied by (!), perhaps with a
somehow worse value of Y, but still not too large. As it was already mentioned, we
can prove certain versions of the Conjecture, and we can also verify its validity, for
guessed x, T and matrices B, Ay, ..., A;, that we are interested in, by simulation.
The latter is the issue we consider next.

10.2.1 Simulation-Based Justification of (10.2.4)

Let us start with the following simple situation: there exists a random variable
¢ taking value 1 with probability p and value 0 with probability 1 — p; we can
simulate £, that is, for every sample size N, observe realizations £V = (&1, ...,&n)
of N independent copies of £&. We do not know p, and our goal is to infer a reliable
lower bound on this quantity from simulations. The simplest way to do this is as
follows: given “reliability tolerance” § € (0,1), a sample size N and an integer L,
0<L<N,let

N
P .s(L) = min {q €.1: ) (],f) A ) 5} :

k=L
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The interpretation of pn s(L) is as follows: imagine we are flipping a coin, and let g
be the probability to get heads. We restrict ¢ to induce chances at least § to get L
or more heads when flipping the coin N times, and py s(L) is exactly the smallest
of these probabilities q. Observe that

N
(L>0,p=pns(L) = > (JIX) pra-pN =46 (10.2.8)
k=L

and that py 5(0) = 0.
An immediate observation is as follows:

Lemma 10.2.1. For a fixed N, let L(¢YV) be the number of ones in a sample
&N and let
p(EY) = Pns(L(EM)).

Then
Prob{p(¢") > p} < 6. (10.2.9)
Proof. Let
YN
M(p) =minq p € {0,1,..., N} : Z < k)pk(l Nk <
k=p+1

(as always, a sum over empty set of indices is 0) and let © be the event {¢V :
L(¢N) > M(p)}, so that by construction

Prob{©} < 6.

Now, the function
(N
k N—k
= 1—
flo= > (k>q (1-q)
k=M (p)

is a nondecreasing function of ¢ € [0,1], and by construction f(p) > d; it follows
that if ¢V is such that p = p(&V) > p, then f(p) > & as well:

N

N
> ( L ) PPAa-pNF>s (10.2.10)
k=M (p)
and, besides this, L(¢") > 0 (since otherwise p = pn 5(0) = 0 < p). Since L(¢V) >
0, we conclude from (10.2.8) that

N

N ~\N—

> (F)a-mrres
k=L(&N)

which combines with (10.2.10) to imply that L(¢Y) > M(p), that is, £V in question
is such that the event © takes place. The bottom line is: the probability of the

event p(¢V) > p is at most the probability of ©, and the latter, as we remember, is
<. O

Lemma 10.2.1 says that the simulation-based (and thus random) quantity
p(¢NV) is, with probability at least 1 — &, a lower bound for unknown probability
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p = Prob{¢ = 1}. When p is not small, this bound is reasonably good already for
moderate N, even when ¢ is extremely small, say, § = 10719, For example, here
are simulation results for p = 0.8 and § = 10~10:

N| 10 | 100 | 1,000 | 10,000 | 100,000 |
p || 0.06032 | 0.5211 | 0.6992 | 0.7814 | 0.7908 |

Coming back to our chance constrained problem (10.1.2), we can now use the
outlined bounding scheme in order to carry out post-optimality analysis, namely,
as follows:

Acceptance Test: Given a reliability tolerance § € (0, 1), guessed Y, x
and a solution y, to the associated problem (10.2.3), build the matrices
(10.2.5). Choose an integer N, generate a sample of N independent
realizations ¢', ..., N of the random vector ¢, compute the quantity

L
L=Card{i: =TA XY (A, < TA}
=1
and set
X = DPn,s(L).
If X > x, accept y., that is, claim that y, is a feasible solution to the
chance constrained problem of interest (10.1.2).

By the above analysis, the random quantity X is, with probability > 1 — ¢, a lower
bound on p = Prob{—TA < > (,A; < TA}, so that the probability to accept
‘

Y« in the case when p < x is at most §. When this “rare event” does not occur,
the relation (10.2.4) is satisfied, and therefore y, is indeed feasible for the chance
constrained problem. In other words, the probability to accept y,. when it is not a
feasible solution to the problem of interest is at most d.

The outlined scheme does not say what to do if y, does not pass the Accep-
tance Test. A naive approach would be to check whether y, satisfies the chance
constraint by direct simulation. This approach indeed is workable when € is not too
small (say, € > 0.001); for small €, however, it would require an unrealistically large
simulation sample. A practical alternative is to resolve the approximating problem
with T increased by a reasonable factor (say, 1.1 or 2), and to repeat this “trial
and error” process until the Acceptance Test is passed.

10.2.2 A Modification

The outlined approach can be somehow streamlined when applied to a slightly
modified problem (10.1.2), specifically, to the problem

L
max {p : Prob {An(y) +p) CAy) = 0} >1-ec'y<m,yc y} (10.2.11)

Py =1
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where 7, is a given upper bound on the original objective. Thus, now we want
to maximize the level of random perturbations under the restrictions that y € Y
satisfies the chance constraint and is not too bad in terms of the original objective.

Approximating this problem by the method we have developed in the previous
section, we end up with the problem

Ue | AW ] o 1<i<t
7 i z0lsbs
min < G: { AW [ AW) } (10.2.12)

By, iU}
ZUZ j ﬂAn(y)a CTy S Tsy Y € y
4

(cf. (10.2.3); in terms of the latter problem, 3 = (p)~2, so that maximizing p is
equivalent to minimizing 3). Note that this problem remains the same whatever our
guesses for T, x. Further, (10.2.12) is a so called GEVP — Generalized Eigenvalue
problem; while not being exactly a semidefinite program, it can be reduced to a
“short sequence” of semidefinite programs via bisection in 4 and thus is efficiently
solvable. Solving this problem, we arrive at a solution S, y., {U;}; all we need
is to understand what is the “feasibility radius” p.(y.) of y. — the largest p for
which (y., p) satisfies the chance constraint in (10.2.11). As a matter of fact, we
cannot compute this radius efficiently; what we will actually build is a reliable lower
bound on the feasibility radius. This can be done by a suitable modification of the
Acceptance Test. Let us set

A= ANy.), Ar = B P A ), =1, .., L; (10.2.13)

note that these matrices satisfy (10.1.13). We apply to the matrices A, Ay, ..., Ap,
the following procedure:

Randomized r-procedure:

Input: A collection of symmetric matrices A, Aq,..., A; satisfying
(10.1.13) and €,d € (0,1).

Output: A random r > 0 such that with probability at least 1 — ¢ one
has

L
Prob{¢:—A=r) A2 A}>1-e (10.2.14)
(=1

Description:
i) We choose a K-point grid I' = {w1 < ws < ... < wg} with wy > 1
and a reasonably large wg, e.g., the grid
wy = 1.1

and choose K large enough to ensure that Conjecture 10.1 holds
true with T = wg and x = 0.75; note that K = O(1) In(Inm) will
do;
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i)

iii)

iv)
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We simulate N independent realizations (1, ...,¢" of ¢ and com-
pute the integers

L
Lk = Card{i : *WkA j ZC;AZ j ka}
(=1
We then compute the quantities

Xk =DPns/k(Li), k=1,..., K,

where § € (0,1) is the chosen in advance “reliability tolerance.”

Setting
L

Xt = Prob{—wiA =< Z CeAp 2w A},
=1
we infer from Lemma 10.2.1 that

< xm k=1, K (10.2.15)

with probability at least 1 — 4.

We define a function 1 (s), s > 0, as follows.
In the bounded case (Assumption A.I), we set

1, s <wg
min [1, ¥; " exp{—(s — wi)?/16}] , s > wy;

Vi(s) = {

In the Gaussian case (Assumption A.II), we set

1, if X <1/2 0r s < wy,
Di(s) = Erf(Erflnv(1 — Xk>,1 -
+(s — wy) max[1, w;, "Erflnv(1 — X)),
otherwise.

In both cases, we set
w(s) = min, vi(s).
We claim that
(1) When (10.2.15) takes place (recall that this happens with prob-
ability at least 1 — d), ¥(s) is, for all s > 0, an upper bound on
L

1 —Prob{—sA =< Y (A < sA}.
/=1

Indeed, in the case of (10.2.15), the matrices A, A4, ..., A (they from
the very beginning are assumed to satisfy (10.1.13)) satisfy (10.1.14)
with ¥ = wy and x = X; it remains to apply Corollary 10.1.3.

We set )
s  =inf{s >0:9(s) <e}, r=—

Sx
and claim that with this r, (10.2.14) holds true.
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Let us justify the outlined construction. Assume that (10.2.15) takes place. Then, by (1),
we have

Prob{—sA =< Z Coe X sA} > 1—1(s).
¢

Now, the function (s) is clearly continuous; it follows that when s, is finite, we have
¥(s+) < €, and therefore (10.2.14) holds true with r = 1/s.. If s. = +o00, then r = 0, and
the validity of (10.2.14) follows from A > 0 (the latter is due to the fact that A, A1, ..., AL
satisfy (10.1.13)).

When applying the Randomized r-procedure to matrices (10.2.13), we end up
with r = r, satisfying, with probability at least 1 — §, the relation (10.2.14), and
with our matrices A, Ay, ..., Ay, this relation reads

L
Prob{—A™(y.) < .02 Y A (y) 2 A ()} 2 1 —e.

{=1

Thus, setting ,

ﬁ: T a0
VB
we get, with probability at least 1 — J, a valid lower bound on the feasibility radius
ps(y«) of yu.

10.2.3 lllustration: Example 8.2.7 Revisited

Let us come back to the robust version of the Console Design problem (section
8.2.2, Example 8.2.7), where we were looking for a console capable (i) to withstand
in a nearly optimal fashion a given load of interest, and (ii) to withstand equally
well (that is, with the same or smaller compliance) every “occasional load” ¢ from
the Buclidean ball B, = {g : ||g||2 < p} of loads distributed along the 10 free nodes
of the construction. Formally, our problem was

o, | T
) =
max<{ r: [ 27 | rAT ' , (10.2.16)

t>0,5N ;<1

N
where 7, > 0 and the load of interest f are given and A(t) = Y ¢;b;b] with N = 54
i=1
and known (p = 20)-dimensional vectors b;. Note that what is now called r was
called p in section 8.2.2.

Speaking about a console, it is reasonable to assume that in reality the “oc-
casional load” vector is random ~ N(0, p?1,,) and to require that the construction
should be capable of carrying such a load with the compliance < 7, with probability
at least 1 — ¢, with a very small value of ¢, say, e = 107'°. Let us now look for a
console that satisfies these requirements with the largest possible value of p. The
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corresponding chance constrained problem is

ERE R

max< p: 27, | pht , (10.2.17)
) Proby,. > >1-
B Probwsaion | [ ] =0} 21

t20,3 0 i <1
and its approximation (10.2.12) is

27T fT
[ 7 Aa>]>0
: | U | Ee _
opn, B [ B 00 } =0,1<0<pu=20 ¢, (10.2.18)

“w
Ue = BQ(), t> 0,5V 1, <1
(=1

where E; = egel +esel, eo, ..., e, are the standard basic orths in R = R?! and
Q(t) is the matrix Diag{27,, A(t)} € SHT1 = S2%,

Note that the matrices participating in this problem are simple enough to al-
low us to get without much difficulty a “nearly optimal” description of theoretically
valid values of Y, x (see section 10.4). Indeed, here Conjecture 10.1 is valid with
every x € (1/2,1) provided that Y > O(1)(1 — x)~/2. Thus, after the optimal
solution ¢}, to the approximating problem is found, we can avoid the simulation-
based identification of a lower bound p on p.(t.},) (that is, on the largest p such
that (t.,, p) satisfies the chance constraint in (10.2.17)) and can get a 100%-reliable
lower bound on this quantity, while the simulation-based technique is capable of
providing no more than a (1 — d)-reliable lower bound on p.(t.,) with perhaps
small, but positive §. It turns out, however, that in our particular problem this
100%-reliable lower bound on p.(y.) is significantly (by factor about 2) smaller
than the (1 — d)-reliable bound given by the outlined approach, even when ¢ is as
small as 10710, This is why in the experiment we are about to discuss, we used the
simulation-based lower bound on p.(t,)-

The results of our experiment are as follows. The console given by the op-
timal solution to (10.2.18), let it be called the chance constrained design, is pre-
sented in figure 10.1 (cf. figures 8.1, 8.2 representing the nominal and the robust
designs, respectively). The lower bounds on the feasibility radius for the chance
constrained design associated with e = § = 10719 are presented in table 10.1; the
plural (“bounds”) comes from the fact that we worked with three different sample
sizes N shown in table 10.1. Note that we can apply the outlined techniques to
bound from below the feasibility radius of the robust design t,;, — the one given by
the optimal solution to (10.2.16), see figure 8.2; the resulting bounds are presented
in table 10.1.

Finally, we note that we can exploit the specific structure of the particular
problem in question to get alternative lower bounds on the feasibility radii of the
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(a): reduced 12-node set with
most left nodes fixed and the
load of interest. p = 20
degrees of freedom.

o
~

(b): 54 tentative bars

(c): Chance constrained design,
12 nodes, 33 bars. Compliance
w.r.t. load of interest 1.025.

(d): Deformation of the design
under the load of interest.

/

(e): Deformation of the design
under “occasional” load 10
times less than the load of
interest.

(f): “Bold dots”: positions of nodes
in deformed design, sample of
100 loads ~ N(O, 1072120)

Figure 10.1 Chance constrained design.
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Lower bound on feasibility radius
Design N =10,000 | N =100,000 | N = 1,000,000
chance constrained ¢, 0.0354 0.0414 0.0431
robust ¢, 0.0343 0.0380 0.0419

Table 10.1 (1 — 107*%)-confident lower bounds on feasibility radii for the chance con-
strained and the robust designs.

chance constrained and the robust designs. Recall that the robust design ensures
that the compliance of the corresponding console w.r.t. any load g of Euclidean
norm < r, is at most 7; here r, =~ 0.362 is the optimal value in (10.2.16). Now, if
p is such that Proby,.aro, 1,0 {pl|Rll2 > 7.} < e = 10719, then clearly p is a 100%-
reliable lower bound on the feasibility radius of the robust design. We can easily
compute the largest p satisfying the latter condition; it turns out to be 0.0381, 9%
less than the best simulation-based lower bound. Similar reasoning can be applied
to the chance constrained design t.,: we first find the largest » = r for which
(ten,r) is feasible for (10.2.16) (it turns out that v, = 0.321), and then find the
largest p such that Probyar(o,10){2ll]lz2 > r4+} < € = 10719, ending up with the
lower bound 0.0337 on the feasibility radius of the chance constrained design (25.5%
worse than the best related bound in table 10.1).

10.3 GAUSSIAN MAJORIZATION

Under favorable circumstances, we can apply the outlined approximation scheme
to random perturbations that do not fit exactly neither Assumption A.I, nor As-
sumption A.II. As an instructive example, consider the case where the random
perturbations (s, £ = 1,..., L, in (10.1.1) are independent and symmetrically and
unimodally distributed w.r.t. 0. Assume also that we can point out scaling fac-
tors o, > 0 such that the distribution of each (; is less diffuse than the Gaussian
N(0,07) distribution (see Definition 4.4.1). Note that in order to build a safe
tractable approximation of the chance constrained LMI

Prob { )+ Z CoAuly } >1—¢, (10.1.2)

or, which is the same, the constraint

Ce=07"C
Prob )+ S GAY ) >1—¢ -
{ Z Aly) = g Al(y)
it suffices to build such an approx1rnat10n for the symmetrized version

Prob{—A"(y) < Z@AZ YAy} > 1 -« (10.3.1)
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of the constraint. Observe that the random variables ag are independent and possess
symmetric and unimodal w.r.t. 0 distributions that are less diffuse than the A'(0,1)
distribution. Denoting by 7, £ = 1,..., L, independent N(0,1) random variables
and invoking the Majorization Theorem (Theorem 4.4.6), we see that the validity
of the chance constraint

L
Prob{—A"(y ZmAé <Ay} >1—¢
=1

— and this is the constraint we do know how to handle — is a sufficient condition
for the validity of (10.3.1). Thus, in the case of unimodally and symmetrically
distributed (, admitting “Gaussian majorants,” we can act, essentially, as if we
were in the Gaussian case A.IIL.

It is worth noticing that we can apply the outlined “Gaussian majorization”
scheme even in the case when (; are symmetrically and unimodally distributed in
[-1,1] (a case that we know how to handle even without the unimodality assump-
tion), and this could be profitable. Indeed, by Example 4.4.3 (section 4.4), in the
case in question (; are less diffuse than the random variables 7, ~ N(0,2/7), and
we can again reduce the situation to Gaussian. The advantage of this approach is
that the absolute constant factor ﬁ in the exponent in (10.1.15) is rather small.
Therefore replacing (10.1.15) with (10.1.16), even after replacing our original vari-
ables (y with their less concentrated “Gaussian majorants” 7, can lead to better

results. To illustrate this point, here is a report on a numerical experiment:

1) We generated L = 100 matrices A, € S, ¢ =1,..., L, such that }_, A7 < I,
(which clearly implies that A = I, Ay, ..., Ay, satisfy (10.1.13));

2) We applied the bounded case version of the Randomized r procedure to the
matrices A, Ay, ..., A, and the independent random variables (; uniformly
distributed on [—1,1], setting § and € to 10~10;

3) We applied the Gaussian version of the same procedure, with the same ¢, 9,
to the matrices A, A1, ..., A, and independent N (0,2/7) random variables 7,
in the role of (.

In both 2) and 3), we used the same grid wy, = 0.01 - 10°1% 0 < k& < 40.

By the above arguments, both in 2) and in 3) we get, with probability at least
1 — 10719, lower bounds on the largest p such that

L
Prob{—1I =< pZHQAz <I}>1-10"10,

Here are the bounds obtained:

Bounding Lower Bound
scheme || N =1000 [ N = 10000
2) 0.0489 0.0489
3) 0.185 0.232
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We see that while we can process the case of uniformly distributed (, “as it is,” it
is better to process it via Gaussian majorization.

To conclude this section, we present another “Gaussian Majorization” result.
Its advantage is that it does not require the random variables (; to be symmetrically
or unimodally distributed; what we need, essentially, is just independence plus zero
means. We start with some definitions. Let R, be the space of Borel probability
distributions on R™ with zero mean. For a random variable 7 taking values in R",
we denote by P, the corresponding distribution, and we write n € R,, to express
that P, € R,. Let also CF,, be the set of all convex functions f on R"™ with linear
growth, meaning that there exists ¢y < oo such that |f(u)| < cp(1+|ull2) for all u.

Definition 10.3.1. Let £, € R,. We say that  dominates £ (notation:
§5c7770TP5 jcpn7or7]>' £,orP ¢ P&) if

/f w)dPe (u /f )dP,(

Note that in the literature the relation > is called “convex dominance.” The
properties of the relation >, we need are summarized as follows:

for every f € CF,.

Proposition 10.3.2.

i) =¢ is a partial order on R,,.

ZZ) If Po,.... P, @Q1,....,Qr € Ry, and P; <. @; for every i, then El NP =
>; AiQ; for all nonnegative A\; with unit sum.

1) If € € Ry, and ¢ > 1 is deterministic, then t€ > .

iv) Let P1,Q1 € Ry, P5,Q2 € R, be such that P, <. Q;, i = 1,2. Then
Py X Py <. Q1 XQ2. In particular, if &, ..., &4, 71, -, I € R are independent
and & = n; for every 4, then [{15...;&n] Ze [m15 57

v) It &,y &,y -, M € Ry are independent random variables, & <. n; for
every i, and S; € R™*™ are deterministic matrices, then ), S;& =c >, Sin.

vi) Let & € Ry be supported on [—1,1] and  ~ N(0,7/2). Then n = &.

vig) If £ n are symmetrically and unimodally distributed w.r.t. the origin scalar
random variables with finite expectations and 7 =, £ (see section 4.4), then
n = & as well. In particular, if £ has unimodal w.r.t. 0 distribution and is
supported on [—1,1] and n ~ N(0,2/7), then n = £ (cf. Example 4.4.3).

vidi) Assume that & € R, is supported in the unit cube {u : ||u[e < 1} and is
“absolutely symmetrically distributed,” meaning that if J is a diagonal matrix
with diagonal entries +1, then J¢ has the same distribution as £. Let also
n~ N(0,(7/2)I,). Then & <. 7.

ir) Let £,m € Ry, E~N(0,2), n ~N(0,0) with ¥ < ©. Then & <. 7.
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Our main result here is as follows.

Theorem 10.3.3. Let n ~ N (0,11), and let ¢ € Ry, be such that ¢ <. 7. Let,
further, @ C R be a closed convex set such that

x = Prob{n € Q} > 1/2.
Then for every v > 1, one has

< i _1 N _
Prob{¢ € vQ} < 1%%27 13 berf(rErﬂnv(l X))dr
- (10.3.2)
: 2
< IS11[f31f<7 ﬁ ﬁf exp{—r2Erflnv*(1 — x)/2}dr,
where Erf(-), ErfInv(-) are given by (2.3.22).

The assumption ¢ <. 7 is valid, in particular, if ¢ = [(1;...; (1] with indepen-
dent ¢, such that Py, € Ry and Pr, <. N(0,1).

The proofs are presented in section B.5.3 in the Appendix.
10.4 CHANCE CONSTRAINED LMIS: SPECIAL CASES

We intend to consider two cases where it is easy to justify Conjecture 10.1. While
the structural assumptions on the matrices A, Ay, ..., Ar in these two cases seem
to be highly restrictive, the results are nevertheless important: they cover the
situations arising in randomly perturbed Linear and Conic Quadratic Optimization.
We begin with a slight relaxation of Assumptions A.I-II:

Assumption A.III: The random perturbations (i, ..., (s are indepen-
dent, zero mean and “of order of 1,” meaning that

E{exp{C2}} < exp{1}, £=1, ..., L.

Note that Assumption A.III is implied by A.I and is “almost implied” by A.II;
indeed, ¢, ~ N(0, 1) implies that the random variable {; = /(1 — e~2)/2(, satisfies
E{exp{¢7}} < exp{1}.

10.4.1 The Diagonal Case: Chance Constrained Linear Optimization

Theorem 10.4.1. Let A, Ay,...,A € S™ be diagonal matrices satisfying
(10.1.13) and let the random variables (, satisfy Assumption A.ITI. Then, for

every x € (0,1), with T = T(x) = 4/31n (f_—mx) one has

L
Prob{-TA =) ¢As 2 TA} > x (10.4.1)
/=1

(cf. (10.1.14)). In the case of {, ~ N(0,1), relation (10.4.1) holds true with
T=7T(x)=,/2In (%)
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Proof. It is immediately seen that we lose nothing when assuming that A > 0
(cf. the proof of Corollary 10.1.3). With this assumption, passing from diagonal
matrices A, Ay to the diagonal matrices By = A~Y/2A4,A71/2, the statement to be
proved reads as follows:

If By € S™ are deterministic diagonal matrices such that > Bf =< I and
?

(¢ satisfy A.III, then, for every x € (0,1), one has

L
Prob{|| 3" ¢:Be|l < {/3In (121”)()} > X (10.4.2)
/=1

—_———
T(x)

When (; ~ N(0,1), £ = 1,..., L, the relation remains true with Y(x)

reduced to v/2In(m/(1 — x)).

The proof of the latter statement is based on the standard argument used in deriving
results on large deviations of sums of “light-tail” independent random variables.
First we need the following result.

Lemma 10.4.2. Let 8y, £ = 1,...,L, v > 0 be deterministic reals such that
> B% <1. Then
¢

L

VY > 0 : Prob {| > BiCel > T} < 2exp{—Y?/3}. (10.4.3)

=1
Proof of Lemma 10.4.2. Observe, first, that whenever £ is a random variable
with zero mean such that E{exp{¢?}} < exp{1}, one has

E{exp{7£}} < exp{3+%/4}. (10.4.4)

Indeed, observe that by Holder Inequality the relation E {exp{fz}} < exp{l}
implies that E {exp{s¢’}} < exp{s} for all s € [0,1]. It is immediately seen
that exp{z} — = < exp{92?/16} for all z. Assuming that 942/16 < 1, we
therefore have

E {exp{7¢}} = E{exp{y¢{} —~&} [€ is with zero mean]
< E {exp{97°€°/16} }
< exp{97?/16} [since 94%/16 < 1]
< exp{37°/4},

as required in (10.4.4). Now let 92/16 > 1. For all v we have v¢ < 3¢2/8 +
2¢%/3, whence

E {exp{7£}} < exp{37?/8} exp{2¢?/3} < exp{3+°/8 +2/3}
< exp{3~y?/4} [since v* > 16/9]

We see that (10.4.4) is valid for all ~.
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We now have

L
E {exp{'y 25:1 ﬁg@}} = H E {exp{~vBe(e}} [(1,-.-, (. are independent]

< [T exp(33297/1) [by Lemnna
< exp{372/4} [since >, 32 < 1].
We now have
Prob {ZL BeCo > T}

< min,>gexp{—=T7}E {exp{v>_,Be(¢}} [Tschebyshev Inequality]
< min,>o exp{—"Tv + 3v?/4} [by (10.4.4)]

= exp{—"_?/3}.
Replacing ¢, with —(p, we get that Prob{}", 8:¢s < =T} < exp{—_?/3} as well,
and (10.4.3) follows. O

Proof of (10.4.1). Let s; be the i-th diagonal entry in the random diagonal matrix

S = Z C¢By. Taking into account that By are diagonal with ZBz < I, we can
=1
apply Lemma 10.4.2 to get the bound

Prob{|s;| > T} < 2exp{—T?/3};
since ||S|| = max |s;|, (10.4.2) follows.
1<i<m

Refinements in the case of {; ~ A(0,1) are evident: here the i-th diagonal en-

try s; in the random diagonal matrix S = Y ¢, B is ~ N(0, 0?) with o; < 1, whence
¢

Prob{|s;] > YT} < exp{—_?%/2} and therefore Prob{||S|| > YT} < mexp{-"12/2},
so that YT (x) in (10.4.2) can indeed be reduced to 1/2In(m/(1 — x)). O

The case of chance constrained LMI with diagonal matrices A™(y), A’(y)
has an important application — Chance Constrained Linear Optimization. Indeed,
consider a randomly perturbed Linear Optimization problem

min {cTy tAcy > be} (10.4.5)
y

where A¢, be are affine in random perturbations ¢:

L
[A¢ be) = [T Y + ) GolA 0],
=1
as usual, we have assumed w.l.o.g. that the objective is certain. The chance
constrained version of this problem is

min {cTy : Prob{Acy > b} > 1 —€}. (10.4.6)
y
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Setting A"%(y) = Diag{A%y — "'}, A’(y) = Diag{A’y — b’}, ¢ = 1,..., L, we can
rewrite (10.4.6) equivalently as the chance constrained semidefinite problem

myin {c"y : Prob{Ac(y) = 0} > 1—¢}, Ac(y) = A" (y) + ZCzAZ(y), (10.4.7)
¢

and process this problem via the outlined approximation scheme. Note the essential
difference between what we are doing now and what was done in chapter 2. There
we focused on safe approximation of chance constrained scalar linear inequality, here
we are speaking about approximating a chance constrained coordinate-wise vector
inequality. Besides this, our approximation scheme is, in general, “semi-analytic”
— it involves simulation and as a result produces a solution that is feasible for the
chance constrained problem with probability close to 1, but not with probability 1.

Of course, the safe approximations of chance constraints developed in chapter
2 can be used to process coordinate-wise vector inequalities as well. The natural
way to do it is to replace the chance constrained vector inequality in (10.4.6) with
a bunch of chance constrained scalar inequalities

Prob{(Acy —b¢)i >0} >1—¢;,i=1,...,m = dimbg, (10.4.8)
where the tolerances ¢; > 0 satisfy the relation Y ¢; = e. The validity of (10.4.8)

clearly is a sufficient condition for the validity of lthe chance constraint in (10.4.6),
so that replacing these constraints with their safe tractable approximations from
chapter 2, we end up with a safe tractable approximation of the chance constrained
LO problem (10.4.6). A drawback of this approach is in the necessity to “guess”
the quantities ¢;. The ideal solution would be to treat them as additional decision
variables and to optimize the safe approximation in both y and €;. Unfortunately, all
approximation schemes for scalar chance constraints presented in chapter 2 result in
approximations that are not jointly convex in y, {¢;}. As a result, joint optimization
in y,€; is more wishful thinking than a computationally solid strategy. Seemingly
the only simple way to resolve this difficulty is to set all ¢; equal to e/m.

It is instructive to compare the “constraint-by-constraint” safe approximation
of a chance constrained LO (10.4.6) given by the results of chapter 2 with our
present approximation scheme. To this end, let us focus on the following version of
the chance constrained problem:

max {p 'y < 7., Prob {Apcy > by} >1— e} (10.4.9)
Py
(cf. (10.2.11)). To make things as simple as possible, we assume also that ¢, ~
N(0,1),¢=1,.... L.

The “constraint-by-constraint” safe approximation of (10.4.9) is the chance
constrained problem

max {p: ¢’y < 7, Prob {(Apcy — byc)i >0} > 1 —¢/m},
Py

where m is the number of rows in A¢. A chance constraint

Prob{(Apcy —bpc)i 20} =1 —¢/m
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can be rewritten equivalently as

Prob{[p™ — A" erz — A%Y)iCe > 0} < ¢/m.

Since (¢ ~ N(0,1) are independent, this scalar chance constraint is exactly equiv-
alent to
(" — AMy); + pErfInv(e/m) Z[be —Aty2 <0
¢

The associated safe tractable approximation of the problem of interest (10.4.9) is
the conic quadratic program

n, _ny
max {p : cTy < 7w, Erflnv(e/m) Z[be — Aty)2 < M, 1<i< m} . (10.4.10)
JRY \/ 5 p

Now let us apply our new approximation scheme, which treats the chance con-
strained vector inequality in (10.4.6) “as a whole.” To this end, we should solve
the problem

U, ‘ Diag{ Ay — b*}
Ty < 7. =0
cY=To [ Diag{ Ay — b’} ‘ Diag{ A"y — b"}
min < v: 1<¢< (> (10.4.11)

vy, {Ue}
> Ur < vDiag{A"y — 0"}, ¢y < 7,
L

treat its optimal solution y, as the y component of the optimal solution to the
approximation and then bound from below the feasibility radius p.(y.) of this
solution, (e.g., by applying to y. the Randomized r procedure). Observe that
problem (10.4.11) is nothing but the problem
L
win d s S IAY =2/ — 0 < Aty )1 < i<, |
nY Aly —p >0, Ty < 7,

where a?/0 is 0 for @ = 0 and is +00 otherwise. Comparing the latter problem with
(10.4.10), we see that

Problems (10.4.11) and (10.4.10) are equivalent to each other, the opti-
mal values being related as
1

ErfInv(e/m)+/Opt(10.4.11)

Thus, the approaches we are comparing result in the same vector of
decision variables y,, the only difference being the resulting value of
a lower bound on the feasibility radius of y,.. With the “constraint-
by-constraint” approach originating from chapter 2, this value is the
optimal value in (10.4.10), while with our new approach, which treats

Opt(10.4.10) =

the vector inequality Ax > b “as a whole,” the feasibility radius is
bounded from below via the provable version of Conjecture 10.1 given
by Theorem 10.4.1, or by the Randomized r procedure.



260 CHAPTER 10

A natural question is, which one of these approaches results in a less conservative
lower bound on the feasibility radius of y.. On the theoretical side of this question,
it is easily seen that when the second approach utilizes Theorem 10.4.1, it results in
the same (within an absolute constant factor) value of p as the first approach. From
the practical perspective, however, it is much more interesting to consider the case
where the second approach exploits the Randomized r procedure, since experiments
demonstrate that this version is less conservative than the “100%-reliable” one
based on Theorem 10.4.1. Thus, let us focus on comparing the “constraint-by-
constraint” safe approximation of (10.4.6), let it be called Approximation I, with
Approximation II based on the Randomized r procedure. Numerical experiments
show that no one of these two approximations “generically dominates” the other
one, so that the best thing is to choose the best — the largest — of the two
respective lower bounds.

10.4.1.1 Illustration: Antenna Design revisited

Consider the Antenna Design problem (Example 3.3.1, section 3.3) in the case when
there are no positioning errors, the actuation errors are Gaussian and we formulate
the problem in the form of (10.4.9). Specifically, setting

RE, = exp{2mls/12 + k cos(0)/8],

the chance constrained problem of interest is

16
%{ E R’;¢Zk(1 +p77k7)} S Ty ¢ € H,S = 17"'7 12

max ¢ p: Prob k1:61 >1—e€,p,
2
’ %{ER’éozk(Hpm)} >1
k=1
(10.4.12)

where II is the equidistant grid on [r/6, 7] with resolution 7/90. The decision
variables zj are complex numbers (so that the vector of real decision variables is
y = [Rz;z]) and 7y are independent standard complex-valued Gaussian random
variables (or, equivalently, independent N (0, I5) random 2-D vectors).

Here problems (10.4.10), (10.4.11) are equivalent to
16
ot < fr. -2 { £ Riaf] 1o sa2oen
min k=1

IR 16
R,2€C16
Heme [2]l2 < p {%{Z R’Sozk}—l}
k=1

The only data element in this problem we did not specify yet is the quantity T,

. (10.4.13)

representing the desired upper bound on the sidelobe attenuation level. In our
experiment, we set this bound to 0.15 (cf. the numbers in table 3.1). After the
optimal solution (z, p.) of (10.4.12) was found, we used 3 strategies to bound from
below the feasibility radius p.(z.) of z, (that is, the largest p for which (z.,p) is
feasible for the chance constrained problem of interest (10.4.12)):
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i) Approximation I, which in our situation results in the lower bound
B 1
pr= ErfInv(e/m) s

i1) Approximation II, which results in the lower bound

T
PII = 5
1

*

where r is given by the Randomized r procedure as applied to the matrices

16 16
A = Diag {{T* —R{Y RE,(z)k}} sen R{Y Rbo(ze)i} — 1} )
k=1 l=s<12 k=1
Ding { (R(FLo (201}, s, —R{Rbn(z-)e} .
1<s<12
1</<16

Ding {{S(RE, “(2)e-10}) e~ SRl ™ (z2)era} |
17<£<32

Ag=p;t

i11) A version of Approximation IT based on Theorem 10.4.1 rather than on sim-
ulation.

Note that Theorem 10.4.1 combines with Theorem 10.1.2 to imply the follow-
ing result:

Theorem 10.4.3. Let A, Aq,..., A}, be diagonal deterministic matrices satis-
fying (10.1.13), and let (1, ...,z be ~ N(0,1) and independent. Then

L
Vs> 0:Prob{—sA < > (A XsA}>1—+,
=1
v=7(s) = i%f {Erf(I‘(s,G)) :0<0<1/2,4/2In(mo~1) < s},

I'(s,0) = Erflnv(0) + (s — 1/2In(mf~1)) max[1, ErfInv(6)/+/2 In(mb—

As an immediate corollary, we get that

x \ x Z - 5
pi(2x) = prnn ()i

where s(e) is the root of the equation (s) = e.

The results of our experiment are presented in table 10.2. We see that Approxima-
tion II is less conservative than Approximation I.

10.4.2 The Arrow Case: Chance Constrained Conic Quadratic Optimization

We are about to justify Conjecture 10.1 in the arrow-type case, that is, when the
matrices Ap € S™, £ =1,..., L, are of the form

Ap = [eff + fee"] + MG, (10.4.14)
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H Lower bound H e=10"2 ] e=10"% | e=10"6 H

p1 0.00396 | 0.00325 | 0.00282
pII 0.00504 | 0.00360 | 0.00294
PII1 0.00322 | 0.00288 | 0.00245

Table 10.2 Lower bounds on p.(zs) yielded by various approximation schemes. When
computing prr, the confidence parameter § was set to 10~ 2¢, and the sample
size N in the Randomized r-procedure was set to 100,000.

where e, fy € R™, Ay € R and G € S™. We encounter this case in the Chance
Constrained Conic Quadratic Optimization. Indeed, a Chance Constrained CQI

Prob{[|A(y)¢ +b(y)ll2 < " (y)¢ +d(y)} =1~ [A() s p x q]

can be reformulated equivalently as the chance constrained LMI
()¢ +dly) | "AT(y) + 0" (y)
A()C+b(y) | (T (y)¢ +d(y)I
(see Lemma 6.3.3). In the notation of (10.1.1), for this LMI we have

d bT T

An(y) _ |: (y) (y) :| 7 AZ( ): |: C@(y) ay (y> :|’

by) | d(y)I ar(y) | ce(y)l

where ay(y) in (10.4.14) is /-th column of A(y). We see that the matrices A*(y) are

arrow-type (p+ 1) X (p + 1) matrices where e in (10.4.14) is the first basic orth in
RPHL f, = [0;5a,(y)] and G = I,41.

Prob{{ ] =0} >1—¢ (10.4.15)

Another example is the one arising in the chance constrained Truss Topology
Design problem, see section 10.2.2.

The justification of Conjecture 10.1 in the arrow-type case is given by the
following

Theorem 10.4.4. Let m x m matrices Ay, ..., Ay of the form (10.4.14) along
with a matrix A € S™ satisfy the relation (10.1.13), and {; be independent with
zero means and such that E{¢?} < ¢%, ¢ =1,..., L (under Assumption A.III, one

can take o = y/exp{l} — 1). Then, for every x € (0,1), with T = Y(x) = \2/\1/%
one has

L
Prob{-TA =) ¢As 2 TA} > x (10.4.16)

=1
(cf. (10.1.14)). When ( satisfies Assumption A.I, or ¢ satisfies Assumption A.IT
and x > S, relation (10.4.16) is satisfied with T = Yi(x) = 2 + 4, /31nﬁ and

with T = Tr(x) = 1/3 (1 +3In ﬁ) respectively.

Proof. First of all, when (y, £ = 1, ..., L, satisfy Assumption A.III, we indeed
have E{¢?} < exp{1} — 1 due to t* < exp{t?*} — 1 for all ¢. Further, same as in the
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proof of Theorem 10.4.1, it suffices to consider the case when A > 0 and to prove
the following statement:

Let Ay be of the form of (10.4.14) and such that the matrices By =
ATV ALATY2 satisty S B? < 1. Let, further, (; satisfy the premise in
¢

Theorem 10.4.4. Then, for every x € (0,1), one has

2\[0
V1—x

Observe that By are also of the arrow-type form (10.4.14):
Be=[ghi +heg" |+ \eH  [g=A"Y2e,hy=A"2f, H=A"12GA1/]

Prob{| Z CBy|| < }> X (10.4.17)

Note that w.l.o.g. we can assume that ||g||]2 = 1 and then rotate the coordinates to
make ¢ the first basic orth. In this situation, the matrices B, become

By = [%} (10.4.18)

by appropriate scaling of Ay, we can ensure that ||Q| = 1. We have

B2 [ g+l |ard +2rfQ
qere + M@y ‘ rery +\2Q?

We conclude that Z B? < I,,, implies that Z(Qe +rfry) < land [ A]Q? < In_1;
[
since ||Q?|| = 1, we arrive at the relations

(@) A <1,

(0) (g +rire) < 1.
Now let p; = [0;7,] € R™. We have

Sl =220 GeBe = [QT(ZKCKW) +&7g) + Diag{ZL,Ce% (ZKCM@)Q}
—— —— N——

(10.4.19)

13 0 n
= ISEIN < llg8™ + &g [l + max[l6], [nll|QIl] = [I&]l2 + max[|6], [n]].

Setting
=Y rir, 8= 4,
¢

14
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we have a4+ 3 < 1 by (10.4.19.b). Besides this,

E{¢"¢} =32, o B{CCo}pi por = Y, B{¢Z}r{ e [ are independent zero mean)

< g? > rire = oc’a

= Prob{||¢]l2 >t} < "tz—;’ YVt >0 [Tschebyshev Inequality]
B} = ¥, BGI2 < 0?5, 02 < o? [ (10.419.0)]
= Prob{|n| >t} < ‘Z—; vt >0 [Tschebyshev Inequality]

E{0°} =3, B{¢/}ai < 02ﬁ
= Prob{|0] >t} < ZLVt>0 [Tschebyshev Inequality].

Thus, for every T > 0 and all A € (0,1) we have
Prob{|[S[C]|| > T} < Prob{[|¢]|2 +max]|6], ]} > T} < Prob{|[{[2 > AT}

+Prob{|f] > (1 — A\)T} + Prob{|n| > (1 - \)T}
< &g+
whence, due to o + 8 < 1,

2
Prob{||S[C][| > T} < —
rob{[|S[¢]|| > T} T2 arél[%)i] ,\e(o 1)

with T = T(x), this relation implies (10.4.16).

oz+ 2—« _ﬁ.
A2 (1-=X)2 o2

Assume now that (, satisfy Assumption A.I. We should prove that here the
relation (10.4.16) holds true with Y = Y1(x), or, which is the same,

D 0 Ceqe ‘ S Corl ]
SoCere | ()@ |
(10.4.20)

A | BT
Observe that for a symmetric block-matrix P = [?‘T} we have ||P|| <

i { Al | 1Bl
1B | [ICl
Frobenius norm, whence

ST < 1D Ceqel® + 201D Cerell3 + 1D Gedel® = o] (10.4.21)
¢ ‘ ‘

Prob {|SIC)l > T} < 1—x, S[] = 3 GBe = [
¢
} I, and that the norm of a symmetric matrix does not exceed its

(recall that [|Q|| = 1). Let E, be the ellipsoid E, = {z : afz] < p?}. Observe
that E, contains the centered at the origin Euclidean ball of radius p/ V3. Indeed,
applying the Cauchy Inequality, we have

ot < () [S 2 S i+ 07| <230
¢ [ ¢ ¢ ¢
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(we have used (10.4.19)). Further, ¢, are independent with zero mean and E{¢?} <
1 for every ¢; applying the same (10.4.19), we therefore get E{c[C]} < 3. By the
Tschebyshev Inequality, we have

Prob{¢ € E,} = Prob{a[¢] < p?} > 1 — %

Invoking the Talagrand Inequality (see the proof of Lemma B.3.3 in section B.3),
we have

.2
2535 E {exp{dlbmz(C’Ep)}} - 1 P’

< .

16 ~ Prob{C € E,} ~ p>-3
On the other hand, if r > p and «[¢] > r?, then ¢ & (r/p)E, and therefore
dist )., (¢, Ep) = (r/p—1)p/V/3 = (r — p)/V/3 (recall that E, contains the centered
at the origin || ||2-ball of radius p/v/3). Applying the Tschebyshev Inequality, we
get

2o 2 2 dist] , (¢.5,) (r=p)? p)

r? > p® >3 = Prob{a[(] > r*} <E{exp{—3%——"} ; exp{— }

. 2
<? 2 exp{— "2}

p2—3

With p = 2, r = Ti(x) = 2 + 4, /31n$ this bound implies Prob{a[(] > 72} <

1 — x; recalling that y/«[¢] is an upper bound on ||S[¢]||, we see that (10.4.16)
indeed holds true with T = T1(x).

Now consider the case when ¢ ~ N (0, I). Observe that «[(] is a homogeneous
quadratic form of ¢: o[¢] = (T A, Aij = qiq;+2rFrj+Xi\;. We see that the matrix
A is positive semidefinite, and Tr(A4) = >".(¢? + A? + 2||r;]|3) < 3. Denoting by
e the eigenvalues of A, we have (TA¢ = ZeL=1 we€?, where & ~ N(0,11) is an
appropriate rotation of (. Now we can use the Bernstein scheme to bound from
above Prob{a[(] > p?}:

V(v = 0,maxype <1/2) :
In (Prob{a[¢] > p?}) < In (E {exp{y("A(}} exp{—7p?})
=In (E {exp{y X", €7 }}) —vp* = X In (E {exp{vumeéi}}) —

= —5 2o In(l = 2pe7) —7p*.
The concluding expression is a convex and monotone function of p’s running
through the box {0 < uy < —} It follows that when v < 1/6, the maximum
of the expression over the set {ul,. i = 0,3, e < 3} is —1In(1 — 67) — vp2
We get
0<y< é = In (Prob{a[(] > p*}) < —% In(1 — 67) — vp*.

Optimizing this bound in 7 and setting p? = 3(1 + A), A > 0, we get Prob{a[¢] >
3(1+A)} < exp{—3[A—In(1+A)]}. It follows that if x € (0,1) and A = A(x) = 0
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is such that A —In(1 + A) = 2In ﬁ, then

Prob{||S[¢]|| > v/3(1 + A)} < Prob{a[(] >3(1+A)} <1-—x.

It is easily seen that when 1 — x < %, one has A(x) < 3ln ﬁ, that is,

Prob{||S[¢]|| > 4/3 (1 +3In ﬁ)} < 1 — x, which is exactly what was claimed

in the case of Gaussian (. ]

10.4.3 Application: Recovering Signal from Indirect Noisy Observations

Consider the situation as follows (cf. section 6.6): we observe in noise a linear
transformation

u=As+ p (10.4.22)

of a random signal s € R™; here A is a given m x n matrix, £ ~ N (0, I,,) is the
noise, (which is independent of s), and p > 0 is a (deterministic) noise level. Our
goal is to find a linear estimator

S(u) = Gu = GAs + pG¢ (10.4.23)
such that
Prob{||s(u) — s|l2 < 7} > 11—k, (10.4.24)

where 7, > 0 and € < 1 are given. Note that the probability in (10.4.24) is taken
w.r.t. the joint distribution of s and £. We assume below that s ~ A(0,C) with
known covariance matrix C' > 0. Besides this, we assume that m > n and A is of
rank n. When there is no observation noise, we can recover s from u in a linear
fashion without any error; it follows that when p > 0 is small enough, there exists
G that makes (10.4.24) valid. Let us find the largest such p, that is, let us solve
the optimization problem

max {p : Prob{|[(GA — I,)s + pGE€|l2 < T} > 1 —€}. (10.4.25)
Ny
Setting S = C''/2 and introducing a random vector 8 ~ N(0, I,,) independent of &

(so that the random vector [S~1s;£] has exactly the same N(0, I,,1,,) distribution
as the vector ¢ = [0;£]), we can rewrite our problem equivalently as

tax {p: Prob{| Hy(G)Cll2 < 7} = 1= ¢}, Hy(G) = [(GA—1,)5.pG]. (10.4.26)

Let hf;(G) be the ¢-th column in the matrix H,(G), £ =1,...,L = m + n. Invoking
Lemma 6.3.3, our problem is nothing but the chance constrained program

L
néax {p : Prob { > Cg.Aﬁ(G) < 1AM = T*In_H} >1— 6}
P =1

B | (B(@))T
A(6) = { G| ] '

We intend to process the latter problem as follows:

(10.4.27)
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A) We use our “Conjecture-related” approximation scheme to build a nonde-
creasing continuous function I'(p) — 0, p — 40, and matrix-valued function
G, (both functions are efficiently computable) such that

L
Prob{[|(GA — I,,)s + pGé||2 > 7.} = Prob{} _ (LA} (G,) £ Tulnia} < T(p).
=1
(10.4.28)
B) We then solve the approximating problem
max {p: I'(p) <e}. (10.4.29)
P

Clearly, a feasible solution p to the latter problem, along with the associated
matrix G,, form a feasible solution to the problem of interest (10.4.27). On
the other hand, the approximating problem is efficiently solvable: T'(p) is
nondecreasing, efficiently computable and T'(p) — 0 as p — +0, so that
the approximating problem can be solved efficiently by bisection. We find
a feasible nearly optimal solution p to the approximating problem and treat
(p,Gj) as a suboptimal solution to the problem of interest. By our analysis,
this solution is feasible for the latter problem.

Remark 10.4.5. In fact, the constraint in (10.4.26) is simpler than a general-
type chance constrained conic quadratic inequality — it is a chance constrained
Least Squares inequality (the right hand side is affected neither by the decision
variables, nor by the noise), and as such it admits a Bernstein-type approximation
described in section 4.5.5, see Corollary 4.5.11. Of course, in the outlined scheme
one can use the Bernstein approximation as an alternative to the Conjecture-related
approximation.

Now let us look at steps A, B in more details.

Step A). We solve the semidefinite program

L
v.(p) = min { DICCNE uml} : (10.4.30)
whenever p > 0, this problem clearly is solvable. Due to the fact that part of the
maftrices Af)(G) are independent of p, and the remaining ones are proportional to
p, the optimal value is a positive continuous and nondecreasing function of p > 0.
Finally, v.(p) — +0 as p — 40 (look what happens at the point G satisfying the
relation GA = I,,).

_1
Let G, be an optimal solution to (10.4.30). Setting Ay = A% (G,)vs 2 (p), A = L4,
the arrow-type matrices A, A1, ..., Ay, satisfy (10.1.13); invoking Theorem 10.4.4, we
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conclude that

>x, Y(x) = ,/3(1+31nﬁ).

Now let x and p be such that x € [6/7,1) and Y (x)/V«(p) < Tw. Setting

Q={z: 1Y 2 AL Gl < TO)V ()},
{=1

we get a closed convex set such that the random vector ¢ ~ N(0, I,1m) takes its
values in @ with probability > x > 1/2. Invoking Theorem B.5.1 (where we set

a=7./(T(x)Vv«(p))), we get

L
r.Erflnv(1—x)
Prob (e wln < Brf | V=X
ro {Eﬂ““ﬂ( p) 2T “}— r( NCATEY) )

T*ErﬂnV(lfx)
3ue(p)[14+31n 2]

= Erf \/
Setting

T Erflnv(1 — x) _XE€E [6/7,1),

I'(p) = inf { Exf 3.(p) [1+3In 1] <72

x \/31,*(,)) {1—1—3111 ﬁ}

(10.4.31)
(if the feasible set of the right hand side optimization problem is empty, then,
by definition, I'(p) = 1), we ensure (10.4.28). Taking into account that v, (p) is
a nondecreasing continuous function of p > 0 that tends to 0 as p — +0, it is
immediately seen that I'(p) possesses these properties as well.

Solving (10.4.30). Good news is that problem (10.4.30) has a closed form so-
lution. To see this, note that the matrices Af;(G) are pretty special arrow type
matrices: their diagonal entries are zero, so that these (n 4+ 1) x (n + 1) matrices

i | [y (G)]"
ho(G) |

depending on G. Now let us make the following observation:

Lemma 10.4.6. Let fy e R", £/ =1,...,L, and v > 0. Then

g {W‘i} 2 vl (*)

Proof. Relation (*) is nothing but

T
Z{fz fi f@fﬂjﬂn%
: ,

are of the form [ } with n-dimensional vectors hf(G) affinely

if and only if >° f7 fo < v.
L
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so it definitely implies that fZT fe < v. To prove the inverse implication, it
[

suffices to verify that the relation Z fZ f¢ < v implies that ngfT =< vI,. This

is immediate due to Tr(Y fofF) = Zf/ng < v, (note that the matrix Y fofF

‘ ‘
is positive semidefinite, and therefore its maximal eigenvalue does not exceed its
trace). O

In view of Lemma 10.4.6, the optimal solution and the optimal value in
(10.4.30) are exactly the same as their counterparts in the minimization problem

V*mlnz hZ Thf (GQ).

Thus, (10.4.30) is nothing but the problem
vi(p) = min {Tr((GA - 1,,)C(GA - I)") + p*Tr(GG™) } . (10.4.32)

The objective in this unconstrained problem has a very transparent interpretation:

it is the mean squared error of the linear estimator § = Gu, the noise intensity

being p. The matrix G minimizing this objective is called the Wiener filter; a
straightforward computation yields

G, = CAT(ACAT + p*I,,)~!

vi(p) = Tr((G,A—1,)C(G,A—1,)" + p*G,GY).

Remark 10.4.7. The Wiener filter is one of the oldest and the most basic tools

in Signal Processing; it is good news that our approximation scheme recovers this

(10.4.33)

tool, albeit from a different perspective: we were seeking a linear filter that ensures
that with probability 1 — € the recovering error does not exceed a given threshold
(a problem that seemingly does not admit a closed form solution); it turned out
that the suboptimal solution yielded by our approximation scheme is the precise
solution to a simple classical problem.

Refinements. The pair (p,Gw = G;) (“W” stands for “Wiener”) obtained via
the outlined approximation scheme is feasible for the problem of interest (10.4.27).
However, we have all reason to expect that our provably 100%-reliable approach is
conservative — exactly because of its 100% reliability. In particular, it is very likely
that p is a too conservative lower bound on the actual feasibility radius p.(Gw) —
the largest p such that (p, Gw) is feasible for the chance constrained problem of
interest. We can try to improve this lower bound by the Randomized r procedure,
e.g., as follows:

Given a confidence parameter 6 € (0,1), we run v = 10 steps of bisection on
the segment A = [p, 100p]. At a step ¢ of this process, given the previous localizer
A;—1 (a segment contained in A, with Ag = A), we take as the current trial value
p¢ of p the midpoint of A;_; and apply the Randomized r procedure in order to
check whether (p;, Gw) is feasible for (10.4.27). Specifically, we
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e compute the L = m + n vectors hfjt(GW) and the quantity

77L n

Z |4, (Gw)l3- By Lemma 10.4.6, we have

L

Z L(Gw)]” = 2,
=1

so that the matrices A = Ip,41, A¢ = py .Af,t(GW) satisfy (10.1.13);

e apply to the matrices A, Aq,..., Ay the Randomized r procedure with pa-
rameters €, /v, thus ending up with a random quantity r; such that “up to
probability of bad sampling < d/v,” one has

L
Prob{¢: —Inp1 = 71¢ »  GAr X Ty} > 1—¢,
/=1
or, which is the same,
Prob{¢ : =214 < Z@Af Gw) = 71%1} >1—e (10.4.34)

{=1

Note that when the latter relation is satisfied and ‘;—Z < Ty, the pair (p;, Gw)
is feasible for (10.4.27);

e finally, complete the bisection step, namely, check whether u;/r; < 7. If it is
the case, we take as our new localizer A; the part of A;_; to the right of p,
otherwise A; is the part of A;_; to the left of p;.

After v bisection steps are completed, we claim that the left endpoint p of the last
localizer A, is a lower bound on p,(Gw). Observe that this claim is valid, provided
that all v inequalities (10.4.34) take place, which happens with probability at least
1-46.

Illustration: Deconvolution. A rotating scanning head reads random signal s as
shown in figure 10.2. The signal registered when the head observes bin i, 0 < i < n,
is J
= (As); +p&; = Z K;s(i—jymodn + pSis 0 <i <,
j=—d

where 7 = pmodn, 0 < r < n, is the remainder when dividing p by n. The signal
s is assumed to be Gaussian with zero mean and known covariance C;; = E{s;s;}
depending on (i — j) modn only (“stationary periodic discrete-time Gaussian pro-
cess”). The goal is to find a linear recovery 5§ = Gu and the largest p such that

Probs,e {||G(As +p&) — slla <7} > 1 —e.

We intend to process this problem via the outlined approach using two safe ap-
proximations of the chance constraint of interest — the Conjecture-related and the
Bernstein (see Remark 10.4.5). The recovery matrices and critical levels of noise
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(K % s); = 0.2494s;—1 + 0.5012s; + 0.24945;41

Figure 10.2 A scanner.

as given by these two approximations will be denoted Gy, pw ("W?” for ”Wiener”)
and Gg, pp (?"B” for ”Bernstein”), respectively.

Note that in the case in question one can immediately verify that the matrices
AT A and C commute. Whenever this is the case, the computational burden to
compute Gy and Gp reduces dramatically. Indeed, after appropriate rotations of
x and y we arrive at the situation where both A and C are diagonal, in which
case in both our approximation schemes one loses nothing by restricting G to be
diagonal. This significantly reduces the dimensions of the convex problems we need
to solve.

In the experiment we use
n=64,d=1 7, =01y/n =028, ¢ = l.e-4;

C was set to the unit matrix, (meaning that s ~ N(0,I4)), and the convolution
kernel K is the one shown in figure 10.2. After (Gw, pw) and (G, p) were com-
puted, we used the Randomized r procedure with 6 = 1.e-6 to refine the critical
values of noise for Gy and Gp; the refined values of p are denoted pw and pg,
respectively.

The results of the experiments are presented in table 10.3. While Gg and Gy
turned out to be close, although not identical, the critical noise levels as yielded
by the Conjecture-related and the Bernstein approximations differ by = 30%. The
refinement increases these critical levels by a factor =~ 2 and makes them nearly
equal. The resulting critical noise level 3.6e-4 is not too conservative: the simulation
results shown in table 10.4 demonstrate that at a twice larger noise level, the
probability for the chance constraint to be violated is by far larger than the required
l.e-4.
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Admissible noise Bernstein Conjecture-related
level approximation approximation
Before refinement 1.92e-4 1.50e-4
After refinement (6 = 1.e-6) 3.56e-4 3.62e-4

Table 10.3 Results of deconvolution experiment.

Noise ‘ Prob{||s — s|l2 > 7.}
level || G =Gg ‘ G =Gw
3.6e-4 0 0
7.2e-4 6.7e-3 6.7e-3
1.0e-3 7.4e-2 7.5e-2

Table 10.4 Empirical value of Prob{|[s — s||2 > 0.8} based on 10,000 simulations.

10.4.3.1 Modifications

We have addressed the Signal Recovery problem (10.4.22), (10.4.23), (10.4.24) in the
case when s ~ N (0, C) is random, the noise is independent of s and the probability
in (10.4.24) is taken w.r.t. the joint distribution of £ and s. Next we want to
investigate two other versions of the problem.

Recovering a uniformly distributed signal. Assume that the signal s is

(a) uniformly distributed in the unit box {s € R™ : ||s|lcc < 1},
or

(b) uniformly distributed on the vertices of the unit box
and is independent of £&. Same as above, our goal is to ensure the validity of
(10.4.24) with as large p as possible. To this end, let us use Gaussian Majorization.
Specifically, in the case of (a), let 5 ~ N(0,(2/7)I). As it was explained in section
10.3, the condition

Prob{|[(GA —I)s+ pG¢ll < 7.} > 1 —€

is sufficient for the validity of (10.4.24). Thus, we can use the Gaussian case proce-
dure presented in section 10.4 with the matrix (2/7)! in the role of C; an estimator
that is good in this case will be at least as good in the case of the signal s.

In case of (b), we can act similarly, utilizing Theorem 10.3.3. Specifically, let
5~ N(0,(m/2)I) be independent of £. Consider the parametric problem

v(p) = m&n{gTr (GA-D)(GA-1D)T) + pzTr(GGT)} : (10.4.35)

p > 0 being the parameter (cf. (10.4.32) and take into account that the latter prob-
lem is equivalent to (10.4.30)), and let G, be an optimal solution to this problem.
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The same reasoning as on p. 267 shows that

6/7 < x < 1= Prob{(3,€) : [(G,A — )5+ pG &[> < T (p)} > x,

T(x) = 3(1+31nﬁ).

Applying Theorem 10.3.3 to the convex set @ = {(z,2) : ||(G,A — I)z+ pG,z|2 <
T(X)y*l/z(p) and the random vectors [s; ], [8; €], we conclude that

v (XELLTY) s Prob{(s.€) : (GoA — D)s + pGyélla > 7L (0 (0)}

< min ﬁﬁfErf(rErﬂnv(l —x))dr.

We conclude that setting
6/7T<x<1l,v>1

f(p) = Xigfﬁ A{%ﬁ [ Erf(rErflnv(l — x))dr: 1< 8<7y
2 E

YY) (p) < 7
[T(X) —./3 (1 +3In ;X)}

(T'(p) = 1 when the right hand side problem is infeasible), one has
Prob{(s,€) : [|(GpA — I)s + pG €2 > 7.} < T(p)

(cf. p. 267). It is easily seen that I'(-) is a continuous nondecreasing function
of p > 0 such that I'(p) — 0 as p — 40, and we end up with the following safe
approximation of the Signal Recovery problem:

max {p :T(p) < e}
(cf. (10.4.29)).

Note that in the above “Gaussian majorization” scheme we could use the
Bernstein approximation, based on Corollary 4.5.11, of the chance constraint
Prob{||(GA — I)s + pG¢|l2 < 7.} > 1 — € instead of the Conjecture-related ap-
proximation.

The case of deterministic uncertain signal. Up to now, signal s was considered
as random and independent of £, and the probability in (10.4.24) was taken w.r.t.
the joint distribution of s and &; as a result, certain “rare” realizations of the signal
can be recovered very poorly. Our current goal is to understand what happens
when we replace the specification (10.4.24) with

V(seS):

Prob{¢: ||Gu — s|la < 7x} =Prob{{: [(GA—I)s+ pGE|la < Tu} > 1 —¢,

(10.4.36)

where § C R" is a given compact set.

Our starting point is the following observation:
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Lemma 10.4.8. Let G, p > 0 be such that

2

= ; > 1. 10.4.
meag(sT(GA —DT(GA=D)s+ p?Tr(GTG) ~ (10.4.37)

Then for every s € S one has
12
Probeno.n) {l(GA = I)s + pGClly > 7.} < exp {f o } . (10.4.38)

Proof. There is nothing to prove when © = 1, so that let © > 1. Let us fix
seSandlet g=(GA—1)s, W = p’GTG, w = pGTg. We have

Prob{||(GA — I)s + pG(||2 > 7.} = Prob{|lg + pG(||3 > 72}

= Prob {¢T[pP*GTGI¢ + 2T pGT g > 72 — 9T g} (10.4.39)

= Prob {{"W(¢ +2¢Tw > 72— gTg} .
Denoting by A the vector of eigenvalues of W, we can assume w.l.o.g. that A # 0,
since otherwise W = 0, w = 0 and thus the left hand side in (10.4.39) is 0 (note
that 72 — g7g > 0 due to (10.4.37) and since s € S), and thus (10.4.38) is trivially
true. Setting

2—-9"g
VAT + wTw
and invoking Proposition 4.5.10, we arrive at

PrOb{||(GA—I)s+pGC2>7-*}§exp{_4 0?3t }

[2\/)\T)\+wTw+H>\HmQ]
[r2—g"g]? }

= Xp {_ AR AT wT W+ e [72—g7g]]

(10.4.40)

_ g7
= exp {’4[2[ATA+9T[pQGGT}gHuAum[Tf—ngn }

[727 T 12
< exp {_4H/\Hoo[2[IIMI1+9T91+[7379T9H } ’

where the concluding inequality is due to p?GGT =< |||l and ATA < || A ]| so||All1-
Further, setting a = g7g, 8 = Tr(p?GTG) and v = o+ 3, observe that 3 = [|A||; >
Ml and 72 > ©y > v by (10.4.37). It follows that
(72 — 9”9 (2 —y+B)? _ (2 —9)?
T 3T = 2 Z 2 )

Moo UL + 9T g) + [72 =979l — 48(72 +7+8) — 4y(72 +7)
where the concluding inequality is readily given by the relations 72 > ~v > 3 > 0.
Thus, (10.4.40) implies that

7_2_ 2 1)2
Prob{|[(GA—D)s+pGClls > 7.} < exp{—M} < exp{-jﬁaji)}. 0

Lemma 10.4.8 suggests a safe approximation of the problem of interest as
follows. Let ©(€) > 1 be given by
(©-1)?

exp{_m} =¢ [= ©(e) = (4+0(1))In(1/€) as € — +0]
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and let
#(G) = max s’ (GA - )T (GA - I)s, (10.4.41)

sES

(this function clearly is convex). By Lemma 10.4.8, the optimization problem
max {p:0(G)+p*Tr(GTG) < v =07 ()72} (10.4.42)
2

is a safe approximation of the problem of interest. Applying bisection in p, we can
reduce this problem to a “short series” of convex feasibility problems of the form

find G: ¢(G) + p*Tr(GTG) < .. (10.4.43)

Whether the latter problems are or are not computationally tractable depends on
whether the function ¢(G) is so, which happens if and only if we can efficiently
optimize positive semidefinite quadratic forms s Qs over S.

Example 10.4.9. Let S be an ellipsoid centered at the origin:
S={s=Hv:v"v<1}
In this case, it is easy to compute ¢(G) — this function is semidefinite representable:
o(G)<t& max sT(GA-DT(GA-DNs <t
& U;ﬁ}ﬁg{gvT(HT(GA - NDT(GA-DHv <t

S Amax(HY(GA - DT (GA-DH) <t

tI | H'(GA-D)" -0
(GA-1)H | T =

StI-H (GA-DT(GA-DNH =0 & {

where the concluding < is given by the Schur Complement Lemma. Consequently,
(10.4.43) is the efficiently solvable convex feasibility problem

tI | H'(GA-D)" }

(GA-1)H | I = 0.

Find G,t: t+ p*Tr(GTG) < ., [

Example 10.4.9 allows us to see the dramatic difference between the case
where we are interested in “highly reliable with high probability” recovery of a
random signal and “highly reliable” recovery of every realization of uncertain signal.
Specifically, assume that G, p are such that (10.4.24) is satisfied with s ~ N(0, I,).
Note that when n is large, s is nearly uniformly distributed over the sphere S of
radius v/n (indeed, sTs = Y s?, and by the Law of Large Numbers, for § > 0 the

79

1

probability of the event {||s|l2 & [(1 — 6)v/n, (1 + 0)y/n]} goes to 0 as n — oo, in
fact exponentially fast. Also, the direction s/||s||2 of s is uniformly distributed on
the unit sphere). Thus, the recovery in question is, essentially, a highly reliable
recovery of random signal uniformly distributed over the above sphere §. Could
we expect the recovery to “nearly satisfy” (10.4.36), that is, to be reasonably good
in the worst case over the signals from &7 The answer is negative when n is large.
Indeed, a sufficient condition for (10.4.24) to be satisfied is

7_2

T(GA =D (GA-D) +p"TH(G"6) < Gryas "
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with appropriately chosen absolute constant O(1). A necessary condition for
(10.4.36) to be satisfied is

NAmax((GA — DT (GA - 1)) + p*Tr(GTG) < O(1)72. (s5)

Since the trace of the n x n matrix Q = (GA — I)T(GA —I) can be nearly n times
less than nApax(@), the validity of (%) by far does not imply the validity of ().
To be more rigorous, consider the case when p = 0 and GA — I = Diag{1,0,...,0}.
In this case, the || - ||2-norm of the recovering error, in the case of s ~ N(0,1,),
is just |s1|, and Prob{|si| > 7.} < € provided that 7. > 1/21In(2/e), in particular,
when 7, = /21n(2/€). At the same time, when s = y/n[1;0;...;0] € S, the norm
of the recovering error is y/n, which, for large n, is incomparably larger than the
above 7.

Example 10.4.10. Here we consider the case where ¢(G) cannot be computed
efficiently, specifically, the case where S is the unit box B, = {s € R" : ||s]lcc < 1} (or the
set Vi, of vertices of this box). Indeed, it is known that for a general-type positive definite
quadratic form sTQs, computing its maximum over the unit box is NP-hard, even when
instead of the precise value of the maximum its 4%-accurate approximation is sought. In
situations like this we could replace ¢(G) in the above scheme by its efficiently computable
upper bound $(G). To get such a bound in the case when S is the unit box, we can use
the following wonderful result:

Nesterov’s 7 Theorem [88] Let A € S'. Then the efficiently computable
quantity

AER™

SDP(A) = min {Z i : Diag{A} = A}

is an upper bound, tight within the factor 7, on the quantity

Opt(A) = max s” As.

SEBp

Assuming that S is B, (or V4,), Nesterov’s 5 Theorem provides us with an efficiently

computable and tight, within the factor 7, upper bound

5 —mln{Z)\ {DlagAI)(GA[I)T}EO}

on ¢(G). Replacing ¢(-) by its upper bound, we pass from the intractable problems
(10.4.43) to their tractable approximations

Diag()) | (GA—1)"
GA-T| I

find G,A: > X+ p*Tr(GTG) < s, { ] = 0; (10.4.44)

we then apply bisection in p to rapidly approximate the largest p = p., along with the
associated G = G., for which problems (10.4.44) are solvable, thus getting a feasible
solution to the problem of interest.

10.5 NOTES AND REMARKS

NR 10.1. The celebrated Talagrand Inequality in the form we use to prove
Theorem 10.1.1 can be found in [67]. Theorem B.5.1 underlying Theorem 10.1.2
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was announced, in a slightly weaker form, in [82]; the proof, heavily exploiting the
result of Borell [31], was published in [84].

We are grateful to A. Man-Cho So who brought to our attention the results
of [78, 93, 35], which allow to justify easily the validity of Conjecture 10.1 with
T = O(1)VInm in the general case.

The concept of convex majorization used in section 10.3 is, essentially, a
symmetrized version of the well-studied notion of second order stochastic dominance
[47, 60, 101, 102]. Proposition 10.3.2 and Theorem 10.3.3 originate from [84].

NR 10.2. For the basic results on Wiener filtering theory mentioned in section
10.4.3 see, e.g., [34].

NR 10.3. A surprising fact is that at the present level of our knowledge
the chance constrained versions of “complicated” uncertain conic inequalities, like
conic quadratic and especially semidefinite ones, seem to be better suited for tight
tractable approximation than the RCs of these inequalities associated with deter-
ministic uncertainty sets, even simple ones. Indeed, the RCs here typically are
computationally intractable, and even building their tight tractable approxima-
tions requires severe restrictions on the structure of perturbations and/or on the
geometry of uncertainty set. This is in sharp contrast with uncertain LO, where
processing chance versions of uncertain constraints requires approximations, while
processing the RCs of the constraints is easy.
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Chapter Eleven

Globalized Robust Counterparts of Uncertain Conic Problems

In this chapter we study the Globalized Robust Counterparts of general-type un-
certain conic problems and derive results on tractability of GRCs.

11.1 GLOBALIZED ROBUST COUNTERPARTS OF UNCERTAIN CONIC
PROBLEMS: DEFINITION

Consider an uncertain conic problem (5.1.2), (5.1.3):
min{c"z+d: Az —b; € Q;, 1 <i<m}, (11.1.1)

where Q; C R¥ are nonempty closed convex sets given by finite lists of conic
inclusions:

Qi ={ueR": Quu—qu €Ky, =1,...,L;}, (11.1.2)
with closed convex pointed cones K;;, and let the data be affinely parameterized
by the perturbation vector (:

L
(Cv d’ {Aivbi}?il) = (Coadov {A?,b? ;11) + ZCZ(CZ’CZZ’ {Af>bf ;11) (11'1'3)
=1

When extending the notion of Globalized Robust Counterparts (chapter 3) to this
case, we need a small modification; when introducing the notion of GRCs in the
LO case, we assumed that the set Z, of all “physically possible” realizations of the
perturbation vector ¢ is of the form Z, = Z + £, where Z is the closed convex
normal range of ¢ and L is a closed convex cone. We further said that a candidate
solution ¢ to uncertain scalar linear inequality

L L
[@% 4+ Ca')"y — [0+ > b1 <0 (+)
r=1 (=1
is robust feasible with global sensitivity «, if
L L
[0+ a1y — b7+ Gb'] < adist((, Z|£) V¢ € Z + L. ()
=1 =1

Now we are in the situation when the left hand side of our uncertain constraints
(11.1.1) are vectors rather than scalars, so that a straightforward analogy of () does
not make sense. Note, however, that when rewriting (*) in our present “inclusion
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form” . .
@+ G Ty ="+ > GbleQ=R_,
=1 =1
relation () says exactly that the distance from the left hand side of (x) to Q does
not exceed adist(¢, Z|L) for all ( € Z + L. In this form, the notion of global
sensitivity admits the following multi-dimensional extension:

Definition 11.1.1. Consider an uncertain convex constraint

L L
[Po+ > GPy— [+ 'l eq, (11.1.4)
=1 =1
where Q is a nonempty closed convex subset in R¥. Let ||-||g be a norm on R¥, |||z

be a norm on RY, Z C RY be a nonempty closed convex normal range of pertur-
bation ¢, and £ c€ RE be a closed convex cone. We say that a candidate solution
y is robust feasible, with global sensitivity «, for (11.1.4), under the perturbation
structure (|| - |lg, || - |z, Z, £), if

L L
dist([Po + ZZ CePely — [p° + £Z ¢p'], Q) < adist(¢, Z|£)
=1 =1
VCeEZ =2+ L (11.1.5)
dist(u, Q) = mvm{Hu —vllg:veQ}
dist(¢, Z|£) = rr}Jin{H(—vHZ:UEZ,C—vGE} '

Sometimes it is necessary to add some structure to the latter definition.
Specifically, assume that the space R” where ( lives is given as a direct product:

R =R x . x REs

and let 2% C RFs) £° C RLs, || - ||s be, respectively, closed nonempty convex set,
closed convex cone and a norm on R¥s, s =1,...,S. For € RY, let ¢*, s =1, ..., S,
be the projections of ¢ onto the direct factors RYs of R”. The “structured version”
of Definition 11.1.1 is as follows:

Definition 11.1.2. A candidate solution y to the uncertain constraint (11.1.4)
is said to be robust feasible with global sensitivities ag, s = 1,...,.5, under the
perturbation structure (|| - |, {Z%, L%, || - |ls}5_y), if

L L S

dist([Py + ZZ CPly — [p° + 21 '], Q) < Zl asdist(¢*, 2°(L7)
=1 = 5=
L x

Z94 L x ox L5
— " (11.1.6)

Ve Z, = (2" x

Z
dist(u, Q) = mvln{Hu —vllg:veQ}

dist (¢, Z5|L°)

min {||¢% — v¥||s 1 v° € Z°,¢% —v® € L5}
e

Note that Definition 11.1.1 can be obtained from Definition 11.1.2 by setting
S = 1. We refer to the semi-infinite constraints (11.1.5), (11.1.6) as to Global-
ized Robust Counterparts of the uncertain constraint (11.1.4) w.r.t. the perturba-
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tions structure in question. When building the GRC of uncertain problem (11.1.1),
(11.1.3), we first rewrite it as an uncertain problem

L 0, & ¢
[Poo+€§_:1 CzPoz]y*[PowLZZ_:l Cepp)

L L
Te+d-t= [COJrZCgce]Ter[dOJrZQdE] —t€Qo=R_
min (t: =1 =1

y=(,t)

L L
A —bi = [AV+) CAlle— ) +> bl €Qi, 1<i<m

=1 =1

L L
[Pio+ Y CePiglu—[p0+ > ¢opt]
=1 =1

with certain objective, and then replace the constraints with their Globalized RCs.
The underlying perturbation structures and global sensitivities may vary from con-
straint to constraint.

11.2 SAFE TRACTABLE APPROXIMATIONS OF GRCS

A Globalized RC, the same as the plain one, can be computationally intractable, in
which case we can look for the second best thing — a safe tractable approximation
of the GRC. This notion is defined as follows (cf. Definition 5.3.1):

Definition 11.2.1. Consider the uncertain convex constraint (11.1.4) along

with its GRC (11.1.6). We say that a system S of convex constraints in variables y,
a = (ai,...,ag) > 0, and, perhaps, additional variables u, is a safe approximation
of the GRC, if the projection of the feasible set of S on the space of (y, ) variables
is contained in the feasible set of the GRC:

V(= (a1,...,a5) > 0,y) :

(Fu: (y,a,u) satisfies S) = (y, ) satisfies (11.1.6).
This approximation is called tractable, provided that S is so, (e.g., S is an ex-
plicit system of CQIs/LMIs of, more general, the constraints in S are efficiently
computable).

When quantifying the tightness of an approximation, we, as in the case of
RC, assume that the normal range Z = Z! x ... x Z% of the perturbations contains
the origin and is included in the single-parametric family of normal ranges:

Z,=pZ, p>0.

As a result, the GRC (11.1.6) of (11.1.4) becomes a member, corresponding to
p =1, of the single-parametric family of constraints

L L s
dist([Po + ° CePrly — [p° + Y- Gep'], Q) < X adist(¢*, Z°(L7)
(=1 (=1 s=1 (GRC,)
VCeZR =p(B' x . x 29+ LY x o x L5 P
—_— Y/
Z, L

in variables y, «. We define the tightness factor of a safe tractable approximation
of the GRC as follows (cf. Definition 5.3.2):
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Definition 11.2.2. Assume that we are given an approximation scheme that
associates with (GRC,) a finite system S, of efficiently computable convex con-
straints on variables y, & and, perhaps, additional variables u, depending on p > 0
as a parameter. We say that this approximation scheme is a safe tractable approx-
imation of the GRC tight, within tightness factor ¥ > 1, if

(i) For every p > 0, S, is a safe tractable approximation of (GRC,): whenever
(y,¢ > 0) can be extended to a feasible solution of S,, (y, a) satisfies (GRC,);

(ii) Whenever p > 0 and (y,a > 0) are such that (y,«) cannot be extended
to a feasible solution of S,, the pair (y,9~'«) is not feasible for (GRCy,).

11.3 GRC OF UNCERTAIN CONSTRAINT: DECOMPOSITION
11.3.1 Preliminaries

Recall the notion of the recessive cone of a closed and nonempty convex set Q:

Definition 11.3.1. Let Q C R* be a nonempty closed convex set and Z € Q.
The recessive cone Rec(Q) of @ is comprised of all rays emanating from Z and

contained in Q:
Rec(Q) = {h € R* : & + th € QVt > 0}.

(Due to closedness and convexity of Q, the right hand side set in this formula is
independent of the choice of Z € Q and is a nonempty closed convex cone in R¥.)

Example 11.3.2.

(i) The recessive cone of a nonempty bounded and closed convex set Q is trivial:
Rec(Q) = {0};

(ii) The recessive cone of a closed convex cone Q is Q itself;

(iii) The recessive cone of the set Q = {z : Az —b € K}, where K is a closed convex
cone, is the set {h: Ah € K};

(iv.a) Let Q be a closed convex set and e; — e, i — 00, t; > 0, t; — 00, i — 00, be
sequences of vectors and reals such that t;e; € Q for all i. Then e € Rec(Q).

(iv.b) Vice versa: every e € Rec(Q) can be represented in the form of e = lim;—. €;
with vectors e; such that ie; € Q.

Proof. (iv.a): Let T € Q. With our e; and t;, for every t > 0 we have T+te;—t/t;T =
(t/t:)(tiei) + (1 — t/t;)Z. For all but finitely many values of 4, the right hand side in this
equality is a convex combination of two vectors from Q and therefore belongs to Q; for
i — oo, the left hand side converges to T + te. Since Q is closed, we conclude that
T + te € Q; since ¢ > 0 is arbitrary, we get e € Rec(Q).

(iv.b): Let e € Rec(Q) and & € Q. Setting e; = i~ ' (Z + ie), we have ie; € Q and e; — ¢
as ¢ — 00. O

11.3.2 The Main Result

The following statement is the “multi-dimensional” extension of Proposition 3.2.1:

Proposition 11.3.3. A candidate solution y is feasible for the GRC (11.1.6)
of the uncertain constraint (11.1.4) if and only if x satisfies the following system of
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semi-infinite constraints:
P(y,¢)

(@ [P+ GPIy-B"+Y, wileQ
VeZ=2Z"x..x 25

11.3.1
2(y)EsC® ( )
L
: 4 s
(bs) dist(D [Pry — p'](EC®)e Rec(Q)) < s
VCS € ‘CﬁHS = {Cs €L ||CS||6 S 1}5 §= 1a "'aSa
where F, is the natural embedding of R into R* = R x ... x RFs and
dist(u,Rec(Q)) = min [u—vlg.
veRec(Q)

Proof. Assume that y satisfies (11.1.6), and let us verify that y satisfies
(11.3.1). Relation (11.3.1.a) is evident. Let us fix s < S and verify that y sat-
isfies (11.3.1.b,). Indeed, let { € Z and ¢* € Eﬁ,HS. For i = 1,2,..., let {; be given
by ¢ = (", r # s, and ¢§ = (® 4 iC®, so that dist(¢, Z7|L") is 0 for r # s and is
< i for r = s. Since y is feasible for (11.1.6), we have

L L
dist([Po + Y (G)ePly — [P° + Y _(¢)en'], Q) < s,
/=1

/=1 =

P(y,¢i)=P(y,)+i®(y) Es¢*
that is, there exists ¢; € Q such that

1Py, ¢) +i®(y) EsC® — aill@ < asi.
From this inequality it follows that ||¢;||o/¢ remains bounded when i — oo; setting
g; = ie; and passing to a subsequence {i, } of indices i, we may assume that e;, — e
as v — o0o; by item (iv.a) of Example 11.3.2, we have e € Rec(Q). We further have
e EC —eille = i liw@W)EC - ai,llo
i 1P (Y, ©) + 0@ EsC® — ai, [l + 4, 1 P(y, )l o]
as +i,1P(y, Q)le,

whence, passing to limit as v — oo, ||®(y)E(° — el < a5, whence, due to e €
Rec(Q), we have dist(®(y)Es¢®, Rec(Q)) < as. Since (* € Eﬁ'“s is arbitrary,
(11.3.1.b5) holds true.

VAN VAN

Now assume that y satisfies (11.3.1), and let us prove that y satisfies (11.1.6).
Indeed, given ¢ € Z + L, we can find (* € Z° and 6* € £° in such a way that (5 =
¢*+0° and [|0°]|, = dist(¢*, Z%|L*). Setting ¢ = (¢!, ...,¢”) and invoking (11.3.1.a),
the vector & = P(y, {) belongs to Q. Further, for every s, by (11.3.1.b,), there exists
du® € Rec(Q) such that ||P(y)E0° — 0u’l|g < asl|d®||s = asdist(¢®, Z°|L?). Since
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P(y,¢) = P(y, C_) + > ®(y)Es°, we have

1Py, ¢) — [u+ ;MS] lo < 1Py, Q) —llg+ D | ®(y)Esb® —dull;

s .
—_— =0 <a.dist(¢s,25|c9)

v

since u € Q and du® € Rec(Q) for all s, we have v € Q, so that the inequality
implies that

dist(P(y,¢), Q) < > a.dist(¢*, 2°|L7).
Since ¢ € Z + L is arbitrary, y satisfies (11.1.6). O

11.4 TRACTABILITY OF GRCS
11.4.1 Preliminaries

Proposition 11.3.3 demonstrates that the GRC of an uncertain constraint (11.1.4)
is equivalent to the explicit system of semi-infinite constraints (11.3.1). We are
well acquainted with the constraint (11.3.1.a) — it is nothing but the RC of the
uncertain constraint (11.1.4) with the normal range Z of the perturbations in the
role of the uncertainty set. As a result, we have certain knowledge of how to convert
this semi-infinite constraint into a tractable form or how to build its tractable safe
approximation. What is new is the constraint (11.3.1.b), which is of the following
generic form:

We are given

e an Euclidean space F with inner product (-, )g, a norm (not necessarily
the Euclidean one) || - || g, and a closed convex cone KZ in E;

e an Euclidean space F' with inner product (-,-)p, norm || - || and a closed
convex cone K in F.
These data define a function on the space L(E, F) of linear mappings M from E
to F', specifically, the function

U(M) = maX{diStH.HF(Me,KF) ce€ KE| lelle < 1} ,

. . 11.4.1
dist). . (f, K7) = min If = gllr- ( )
Note that ¥(M) is a kind of a norm: it is nonnegative, satisfies the re-
quirement W(AM) = AU(M) when A > 0, and satisfies the triangle inequality
UM+ N) < ¥ (M) + U(N). The properties of a norm that are missing are sym-
metry (in general, U(—M) # ¥(M)) and strict positivity (it may happen that
¥(M) = 0 for M # 0). Note also that in the case when K¥' = {0}, K¥ = E,
V(M) = HmHax |[Mel|| 7 becomes the usual norm of a linear mapping induced by
e:|le|| <1
given norms in the origin and the destination spaces.
The above setting gives rise to a convex inequality

(M) <a (11.4.2)
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in variables M, a.. Note that every one of the constraints (11.3.1.) is obtained from
a convex inequality of the form (11.4.2) by affine substitution

M — Hs(y)7 Q< O

where H;(y) € L(Fs, Fs) is affine in y. Indeed, (11.3.1.b5) is obtained in this fashion
when specifying

o (E,(-,-)g) as the Euclidean space where Z°, £* live, and |- ||z as || -||s;
o (F,(-,-)r) as the Euclidean space where Q lives, and || - ||r as || - ||o;
e K% as the cone £%, and K¥ as the cone Rec(Q);

e H(y) as the linear map (* — ®(y)EsC*.

It follows that efficient processing of constraints (11.3.1.0) reduces to a similar
task for the associated constraints

Uy (M) < as (Cs)

of the form (11.4.2). Assume, e.g., that we are smart enough to build, for certain
9 >1,

(i) ad-tight safe tractable approximation of the semi-infinite constraint (11.3.1.a)
with Z, = pZ; in the role of the perturbation set. Let this approximation
be a system Sj of explicit convex constraints in variables y and additional
variables u;

(ii) for every s = 1,...,.S a ¥-tight efficiently computable upper bound on the func-
tion W4(M;), that is, a system S* of efficiently computable convex constraints
on matrix variable Mg, real variable 7, and, perhaps, additional variables u*
such that

(a) whenever (M, 75) can be extended to a feasible solution of S%, we have
\I/s (Ms) < Ts,

(b) whenever (Mg, 7s) cannot be extended to a feasible solution of S°, we
have 9 (M) > 7.

In this situation, we can point out a safe tractable approximation, tight within the
factor ¥ (see Definition 11.2.2), of the GRC in question. To this end, consider the
system of constraints in variables y, a1, ..., ag,u, u', ...,u’ as follows:

(y,u) satisfies Sy and {(Hs(y), s, u’) satisfies S°, s =1,..., 5}, (Sp)

and let us verify that this is a J-tight safe computationally tractable approxima-
tion of the GRC. Indeed, S, is an explicit system of efficiently computable convex
constraints and as such is computationally tractable. Further, S, is a safe approx-
imation of the (GRC,). Indeed, if (y,«) can be extended to a feasible solution of
Sy, then y satisfies (11.3.1.a) with Z, in the role of Z (since (y,u) satisfies S7)
and (y, a) satisfies (11.3.1.b5) due to (ii.a) (recall that (11.3.1.b,) is equivalent to
U, (Hs(y)) < as). Finally, assume that (y,«) cannot be extended to a feasible
solution of (S,), and let us prove that then (y,J~'a) is not feasible for (GRCy,).
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Indeed, if (y, o) cannot be extended to a feasible solution to S,, then either y cannot
be extended to a feasible solution of Sy, or for certain s (y, as) cannot be extended
to a feasible solution of S°. In the first case, y does not satisfy (11.3.1.a) with Zy,
in the role of Z by (i); in the second case, ¥~ la, < Wy (H(y)) by (ii.b), so that in
both cases the pair (y, 9~ 'a) is not feasible for (GRCy,).

We have reduced the tractability issues related to Globalized RCs to similar
issues for RCs (which we have already investigated in the CO case) and to the issue
of efficient bounding of W(-). The rest of this section is devoted to investigating
this latter issue.

11.4.2 Efficient Bounding of U(.)
11.4.2.1 Symmetry

We start with observing that the problem of efficient computation of (a tight upper
bound on) ¥(-) possesses a kind of symmetry. Indeed, consider a setup

E= (E’ <" '>Ea H ’ HE7KE§F, <'7'>F’ H ’ HFvKF)
specifying ¥, and let us associate with = its dual setup
By = (F’ <'7'>F7 ” ’ HT‘T‘7K55E7 <'v'>E7 H ’ HEva)v

where

e for a norm | - || on a Euclidean space (G, (-,)a), its conjugate norm | - |[|* is
defined as
lul* = max {(u, v)g : [|v]| < 1};

e For a closed convex cone K in a Euclidean space (G, (-, )¢), its dual cone is

defined as
K.={y:{y,h)g >0 Yhe K}.

Recall that the conjugate to a linear map M € L(E, F') from Euclidean space E to
Euclidean space F' is the linear map M* € L(F, FE) uniquely defined by the identity

(Me, fip={e, M*"f)g V(e€E, f€eF);

representing linear maps by their matrices in a fixed pair of orthonormal bases
in E, F, the matrix representing M* is the transpose of the matrix representing
M. Note that twice taken dual/conjugate of an entity recovers the original entity:
(K ) = K, (|- [I7)" =1 [l, (M*)* =M, (E)« = E.

Recall that the functions U(-) are given by setups = of the outlined type
according to

Y(M) =Ug(M) = max {disty.,(Me, K') e € K", |le|p <1} .

The aforementioned symmetry is nothing but the following simple statement:
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Proposition 11.4.1. For every setup Z = (E, ..., K') and every M € L(E, F)

one has
T=(M) = U=, (M),

Proof. Let H,{(-,-)g be a Euclidean space. Recall that the polar of a closed
convex set X C H,0 € X, istheset X°={y € H: (y,z)g <1 Vax e X}. We
need the following facts:

(a) If X C H is closed, convex and 0 € X, then so is X°, and (X°)° = X
[100];

(b) If X C H is convex compact, 0 € X, and K C H is closed convex cone,
then X + K is closed and

(X + K7y = x°n (—-KH).

Indeed, the arithmetic sum of a compact and a closed set is closed, so that X + K
is closed, convex, and contains 0. We have
fe X+K"M<1> sup (f,o+h\g=sup(f,z)g+ sup (f,h)n
zeX,he KH zeX heKH
since K is a cone, the concluding inequality is possible iff f € X° and f € —KH.
(c) Let ||-|| be anorm in H. Then for every @ > 0 one has ({z : ||z]| < a})° =
{z :||z||* <1/a} (evident).
When a > 0, we have
Uz(M) <a
Vee KEn{e:|le||lg <1}:
{ Mee{f:|fllr <o} + K"
VeGKEO{e llelle < 1}:
Me e [{f:|Iflr < a} + KF)°)°
Vee KENn{e:|e|lg <1}:
(Me, fir <1Yfe[{f:|Ifllr <a} +K"° by (b), (c)]
={f:lfllp<a=tIn(—KT)
Vee KPn{e:|lellg <1}:
(e M f)p <1Vfe{f:|IfllF <a™'}n(=K])
Vee KFn{e:|le|lg <al}:
<er <1Vf€{f Il < 13N (=K])

Ve € [-(—KP)]n[{e: [lel; < a}?]
er <1er{f HfE||F<1}m( KF) [by (c)]
Ve e [(=KF) +{e:|lelly <a}]’:

[by definition]

by (a)]

[evident]

(
<Mf, <1Vf€{f ||f||p<1}ﬂ( 5

|
]
|
-
-
|
|
§
(2

& [by (b)]
o [Vl < 0N K

(M {|SEWe#(K%§wweESaw

VF LS IflE <130 \
T\ M e (CEE) T e el < o) by (e
. ot LRkt i 1

M7 € KE el <o)

=4 = O

*
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11.4.2.2 Good GRC setups

Proposition 11.4.1 says that “good” setups = — those for which ¥=(-) is efficiently
computable or admits a tight, within certain factor ¢, efficiently computable upper
bound — always come in symmetric pairs: if = is good, so is =, and vice versa.
In what follows, we refer to members of such a symmetric pair as to counterparts
of each other. We are about to list a number of good pairs. From now on, we
assume that all components of a setup in question are “computationally tractable,”
specifically, that the cones K¥, K" and the epigraphs of the norms || - ||g, || ||r are
given by LMI representations (or, more general, by systems of efficiently computable
convex constraints). Below, we denote by Bg and B the unit balls of the norms
I+ ll&s I |7, respectively.

Here are several good GRC setups:

A: KF = {0}. The counterpart is

A*: KI' =F.
These cases are trivial: ¥g(M) = 0.

B: K¥ = E, Bp = Conv{e!,...,eN}, the list {'}}¥, is available. The coun-
terpart is the case

B K = {0}, Br = {f + (f',f)r < Li = 1,..,N}, the list {f'}Y, is
available.

Standard example for B is £ = R" with the standard inner product, K¥ = E,
llell = llelli = >_ |ej]. Standard example for B* is F = R™ with the standard inner

j
product, || fllr = ||flle = m?XIfj\-

The cases in question are easy. Indeed, in the case of B we clearly have

— 1 1 E
U(M) = 1gaéXNdlSt‘|.‘|F(Mez7K ),

and thus ¥(M) is efficiently computable (as the maximum of a finite family of
efficiently computable quantities disty., (Me;, KF)). Assuming, e.g., that E, F
are, respectively, R™ and R™ with the standard inner products, and that K%', |- || ¢
are given by strictly feasible conic representations:

KPP ={f:3u:Pf+QuecK!'},
{t>flr} < {3v:Rf +tr+SveK?}
the relation
UY(M) <a
can be represented equivalently by the following explicit system of conic constraints
(a) Pfi+QuieK!,i=1.,N
(b) R(Me' — fY+ar+ SvieK? i=1,..,N
in variables M, o, u?, fi,v%. Indeed, relations (a) equivalently express the require-
ment f € KT, while relations (b) say that |Me® — fi|r < a.
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C: K¥ = E, K¥ = {0}. The counterpart case is exactly the same.

In the case of C, ¥(-) is the norm of a linear map from E to F induced by given
norms on the origin and the destination spaces:

V(M) = max {[Mel|r : |z < 1}.

Aside of situations covered by B, B*, there is only one generic situation where
computing the norm of a linear map is easy — this is the situation where both

|- |z and || - || are Euclidean norms. In this case, we lose nothing by assuming
that E = ¢4 (that is, F is R™ with the standard inner product and the standard
norm |lella =  [>"€?), F = (3", and let M be the m X n matrix representing the

i
map M in the standard bases of E and F. In this case, ¥(M) = ||M]|2,2 is the
maximal singular value of M and as such is efficiently computable. A semidefinite
representation of the constraint | M||22 < « is

al, | MT
= 0.
M | al, |~

Now consider the case when E = £ (that is, £ is R" with the standard inner

product and the norm

1/p
A ,1<p< oo
llell, =

J
max |e;| ,p =00
J

b

and FF =" 1<rp<oo. Here again we can naturally identify £(F, F) with the
space R™*" of real m x n matrices, and the problem of interest is to compute

[M][p, = max {[|Mell, : [le]|, <1}

The case of p = r = 2 is the just considered “purely Euclidean” situation; the
cases of p = 1 and of r = oo are covered by B, B*. These are the only 3 cases
when computing || - ||, is known to be easy. It is also known that it is NP-hard to
compute the matrix norm in question when p > r. However, in the case of p > 2 > r
there exists a tight efficiently computable upper bound on || M|, due to Nesterov
[115, Theorem 13.2.4]. Specifically, Nesterov shows that when co >p > 2 >r > 1,
the explicitly computable quantity

1 Diag{u} | M7
U, (M) == 2, e =
pr(M) =5 iy {Hﬂllpz + vl = [ M | Diag(v} | ="

is an upper bound on [[M]|,,, and this bound is tight within the factor ¥ =

-1
28 -2 ~ 22036

-1
[M][p,r < ¥y, (M) < [ - ] 1M ]|p, -
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It follows that the explicit system of efficiently computable convex constraints

Diag{u} | M7
M ‘ Diag{v}

1
} S [ (11.4.3)

in variables M, «, pu, v is a safe tractable approximation of the constraint
M ]lpr < a,

which is tight within the factor ¥. In some cases the value of the tightness factor
can be improved; e.g., when p = oo, r = 2 and when p = 2, r = 1, the tightness
factor does not exceed /7/2.

Most of the tractable (or nearly so) cases considered so far deal with the
case when K = {0} (the only exception is the case B* that, however, imposes
severe restrictions on || -||g). In the GRC context, that means that we know nearly
nothing about what to do when the recessive cone of the right hand side set Q
in (11.1.1) is nontrivial, or, which is the same, Q is unbounded. This is not that
disastrous — in many cases, boundedness of the right hand side set is not a severe
restriction. However, it is highly desirable, at least from the academic viewpoint,
to know something about the case when K* is nontrivial, in particular, when K
is a nonnegative orthant, or a Lorentz, or a Semidefinite cone (the two latter cases
mean that (11.1.1) is an uncertain CQI, respectively, uncertain LMI). We are about
to consider several such cases.

D: F =/(", K¥ is a “sign” cone, meaning that K = {u € ™ :u; > 0,i €
Ii,u; <0,i €I _,u; =0,i € Iy}, where Iy, I_, Iy are given non-intersecting
subsets of the index set i = {1,...,m}.

The counterpart is
D*: F ZET, KE = {U € 6’1” ] >0,5 € J+,Uj <0,j € J_,Uj =0,5 € Jo},

where Jy, J_, Jy are given non-overlapping subsets of the index set {1,...,m}.

In the case of D*, assuming, for the sake of notational convenience, that J; =
{1,..,p}, J_ ={p+1,....q}, Jo = {r +1,...,m} and denoting by e’ the standard
basic orths in £1, we have

B= {ve KF:||v|g <1} = Conv{el,.. P, —ePtl . —ed Fettl .. +e'}
= Conv{gl,..,g°},s =2r —q.

Consequently, A
U(M) = max dist). (Mg’ K*)
<j<s

is efficiently computable (cf. case B).
m—1
E:F=0 KE=Lm={fely: fn>> f}},E=0, KF=E.
i=1

The counterpart is

E*: F =03, KF ={0}, E=/¢p, KF =L™.
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(L

Figure 11.1 2-D cross-sections of the solids B, /3/2B (ellipses) and Ds by a 2-D plane
passing through the common symmetry axis e; = ... = e;n—1 = 0 of the solids.

In the case of E*, let D = {e € K¥ : ||e|| < 1}, and let
B={ecE:el+. . +e2 _,+23 <1}

Let us represent a linear map M : £5* — £5 by its matrix M in the standard bases
of the origin and the destination spaces. Observe that

B c D;=Conv{DU(-D)} C \/3/2B (11.4.4)
(see figure 11.1). Now, let B be the unit Euclidean ball, centered at the origin, in
F = (3*. By definition of ¥(-) and due to K = {0}, we have
UV M)<ae MD C aBp < (MDU(-MD)) C aBr < MD, C aBp.

Since D C 1/3/2B, the inclusion M(1/3/2B) C aBp is a sufficient condition for
the validity of the inequality ¥(M) < «a, and since B C Dy, this condition is tight
within the factor \/3/2. (Indeed, if M(,/3/2B) ¢ aBp, then MB ¢ \/2/3aBrF,
meaning that (M) > /2/3a.) Noting that M(,/3/2B) < « if and only if
[MAlj22 < «, where A = Diag{+/3/2,...,/3/2,/3/4}, we conclude that the
efficiently verifiable convex inequality

[MA[2,2 < o

is a safe tractable approximation, tight within the factor 1/3/2, of the constraint
U(M) <a.

F: F=8"|-lr=|-

o2, KF' =87, E=1(", KE=E.

The counterpart is

F: =07, KF = {0}, E =S, el = - [\i(e)], where Aq(e) = Aa(e) >
... > Am(e) are the eigenvalues of e, K¥ = S™". -
In the case of F, given M € L({?,,S™), let e!,...,e" be the standard basic orths of
0%, and let By = {v € {2 : |Ju|loc < 1}. We have
{U(M) <a} & {¥ € BpAV = 0: max|\(Mv - V)| < o}
< {Yv € Bg : Mv+ al,, = 0}.
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Thus, the constraint

(M) < a (*)

is equivalent to .
al + vi(Me) = 0Y(v: o]l < 1).
i=1
It follows that the explicit system of LMIs
Y, = +tMet, i=1,..,n
n
alm = > Y;

i=1

(11.4.5)

in variables M, «, Y7, ..., Y,, is a safe tractable approximation of the constraint (x).
Now let )
O(M) = J(u(M)), p(M) = max Rank(Me’),

1<i<n
where ¥(p1) is the function defined in the Real Case Matrix Cube Theorem, so that
H1) =1, ¥(2) = 7/2, 9(4) = 2, and H(u) < W\/m for 4 > 1. Invoking this
Theorem (see the proof of Theorem 7.1.2), we conclude that the local tightness
factor of our approximation does not exceed ©(M), meaning that if (M, ) cannot
be extended to a feasible solution of (11.4.5), then

OM)T(M) > a.

11.5 ILLUSTRATION: ROBUST ANALYSIS OF NONEXPANSIVE
DYNAMICAL SYSTEMS

We are about to illustrate the techniques we have developed by applying them
to the problem of robust nonexpansiveness analysis coming from Robust Control;
in many aspects, this problem resembles the Robust Lyapunov Stability Analysis
problem we have considered in sections 8.2.3 and 9.1.2.

11.5.1 Preliminaries: Nonexpansive Linear Dynamical Systems

Consider an uncertain time-varying linear dynamical system (cf. (8.2.18)):
y(t) Cra(t) + Dru(t)

where x € R™ is the state, y € RP is the output and u € R? is the control. The

system is assumed to be uncertain, meaning that all we know about the matrix

Ay | By | . L . . )
Y = oD is that at every time instant ¢ it belongs to a given uncertainty
t t

set U.

(11.5.1)
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System (11.5.1) is called nonexpansive (more precisely, robustly nonexpansive
w.r.t. uncertainty set U), if
¢ t
[ o @ueis < [T s)uts)as
0 0
for all ¢ > 0 and for all trajectories of (all realizations of) the system such that
z(0) = 0. In what follows, we focus on the simplest case of a system with y(t) = z(t),
that is, on the case of C; = I, Dy = 0. Thus, from now on the system of interest is
B = Aw(t) + B
[A;, By] € AB C R™™ Vi, (11.5.2)
m=n+q=dimz + dim u.
Robust nonexpansiveness now reads
t t

/zT(s)x(s)ds < /uT(s)u(s)ds (11.5.3)
0 0
for all t > 0 and all trajectories x(-), (0) = 0, of all realizations of (11.5.2).
Similarly to robust stability, robust nonexpansiveness admits a certificate that

is a matrix X € S’t. Specifically, such a certificate is a solution of the following
system of LMIs in matrix variable X € S™:

(a) X*>=0

b) V[A,B] e AB:

(b) V4, B] g ATX - XA |- (11.5.4)
A(A, B; X) = n = 0.

-BTX |,
The fact that solvability of (11.5.4) is a sufficient condition for robust

(
nonexpansiveness of (11.5.2) is immediate: if X solves (11.5.4), x(-),
u(-) satisty (11.5.2) and z(0) = 0, then

uT'(s)u(s) — 27 (s)z(s) — & [27(s)Xz(s)] = vl (s)u(s) — 2T (s)z(s)
—[#7(5)Xa(s) + 2T (s) Xi(s)] = u' (s)u(s) — a™ (s)x
—[Asz(s) + Bsu(s)]F Xa(s) — 27 (s) X [Asx(s) + Bsu
— 2T (s) o (s : (s)

= [ T(s),u”( )} A(As, Bs; X) { uls) } >0

whence
t>0= Of[uT(s)u(s) —aT(s)x(s)]ds > 2T () Xz (t) — 27(0) X x(0)
=2T(t)Xz(t) > 0.

It should be added that when (11.5.2) is time-invariant, (i.e., AB is a
singleton) and satisfies mild regularity conditions, the existence of the
outlined certificate, (i.e., the solvability of (11.5.4)), is sufficient and
necessary for nonexpansiveness.
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Now, (11.5.4) is nothing but the RC of the system of LMIs in matrix variable

X eS™

(a) X=0

(b) A(A,B;X) e ST,
the uncertain data being [A, B] and the uncertainty set being AB. From now on

we focus on the interval uncertainty, where the uncertain data [A4, B] in (11.5.5) is
parameterized by perturbation ¢ € RY according to

(11.5.5)

L
[A)B] = [AC’BC} = [Aann] + deegng; (11.5.6)

=1

here [A", B"] is the nominal data and e, € R™, f, € R™ are given vectors.

Imagine, e.g., that the entries in the uncertain matrix [A, B] drift, independently
of each other, around their nominal values. This is a particular case of (11.5.6) where
L=mnm,¢=1(,j5),1<i<mn 1<j<m,and the vectors e, and f; associated
with ¢ = (7, ) are, respectively, the i-th standard basic orth in R™ multiplied by a given
deterministic real d¢ (“typical variability” of the data entry in question) and the j-th

standard basic orth in R™.

11.5.2 Robust Nonexpansiveness: Analysis via GRC
11.5.2.1 The GRC setup and its interpretation

We are about to consider the GRC of the uncertain system of LMIs (11.5.5) affected
by interval uncertainty (11.5.6). Our “GRC setup” will be as follows:

i) We equip the space R’ where the perturbation ¢ lives with the uniform norm
[I¢llcoc = maxy|Ce|, and specify the normal range of ¢ as the box

Z={CeR: (o <7} (115.7)

with a given r > 0.

i1) We specify the cone £ as the entire E = R%, so that all perturbations are
“physically possible.”

i17) The only uncertainty-affected LMI in our situation is (11.5.5.b); the right
hand side in this LMI is the positive semidefinite cone ST"” that lives in
the space 8™ of symmetric m X m matrices equipped with the Frobenius
Euclidean structure. We equip this space with the standard spectral norm

2,2.

Note that our setup belongs to what was called “case F” on p. 291.

Before processing the GRC of (11.5.5), it makes sense to understand what does
it actually mean that X is a feasible solution to the GRC with global sensitivity c.
By definition, this means three things:
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A. X >0
B. X is a robust feasible solution to (11.5.5.b), the uncertainty set being
ABr = {[A¢; 0] = [[Clloe < 7

see (11.5.6); this combines with A to imply that if the perturbation ¢ = ¢* under-
lying [A¢, B] all the time remains in its normal range Z = {( : ||{||cc < 7}, the
uncertain dynamical system (11.5.2) is robustly nonexpansive.

C. When p > r, we have
V(G [I¢lloo < p) = dist(A(Ac, Be; X), ST) < adist(C, Z[£) = a(p — ),
or, recalling what is the norm on S™,
V(G Gl < ) A(Ac B X) = —alp — 1) (11.5.8)

Now, repeating word for word the reasoning we used to demonstrate that (11.5.4)
is sufficient for robust nonexpansiveness of (11.5.2), one can extract from (11.5.8)
the following conclusion:

(1) Whenever in uncertain dynamical system (11.5.2) one has [A;, B] =
[A¢t, Bet] and the perturbation (' remains all the time in the range
I¢*loc < p, one has

¢

t
(1—a(p—1) /xT(s)x(s)ds <(1+alp- r))/uT(s)u(s)ds (11.5.9)
0 0
for all t > 0 and all trajectories of the dynamical system such that
x(0) =0.

We see that global sensitivity « indeed controls “deterioration of nonexpansiveness”
as the perturbations run out of their normal range Z: when the || - || distance
from ¢! to Z all the time remains bounded by p — r € [0, 1), relation (11.5.9)
guarantees that the Lo norm of the state trajectory on every time horizon can be
bounded by constant times the Lo norm of the control on the this time horizon.

1t+a(p—r)
I—a(p—r)
p, blowing up to 4+0c as p — r approaches the critical value o', and the larger «,

1/2
The corresponding constant ( ) is equal to 1 when p = r and grows with

the smaller is this critical value.

11.5.2.2 Processing the GRC

Observe that (11.5.4) and (11.5.6) imply that
A(A¢, Be; X) = A(AY, BY X) = 5304 G [L] (X)Re + Ry Le(X))]
LZT(X) = [Xel;omfn,l]v R{ = fo.

(11.5.10)
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Invoking Proposition 11.3.3, the GRC in question is equivalent to the following
system of LMIs in variables X and a:

(a) X =0
(B) V(N <7)

A(A™, B X) + 00, G [LF(X)Re + R Le(X)] = 0
(€) V(¢ ¢l < 1)+ o0y G [LE(X) Ry + RTLo(X)) = —al,.

Note that the semi-infinite LMIs (11.5.11.b,¢) are affected by structured norm-
bounded uncertainty with 1 x 1 scalar perturbation blocks (see section 9.1.1). In-
voking Theorem 9.1.2, the system of LMIs

(11.5.11)

(@ X=0

(b.1) Ye= £ [LF(X)Re+ RILy(X)],1<¢<L
(b:2) A(A™, B X)—rY0 Y, =0

(¢c1) Zy=+[L{(X)Re+ R Ly(X)],1<{<L

(¢.2) aln -0, Zi =0

in matrix variables X, {Y7, Zg}gL:1 and in scalar variable « is a safe tractable ap-
proximation of the GRC, tight within the factor 5. Invoking the result of Exercise
9.1, we can reduce the design dimension of this approximation; the equivalent re-
formulation of the approximation is the SDO program

min «
s.t.
X0
[ AA™, B X) —r Y7 MNRFR, | LT(X) -+ LE(X)
Li(X /T
1(. ) 1/ -
L LL(X) )\L/T
alp = X8 wRYR, | LV (X) - LE(X)
Li(X
1(' ) 1251 = 0
L LL(X) Hr
(11.5.12)

in variable X € S™ and scalar variables o, {\s, 1o}, . Note that we have equipped
our (approximate) GRC with the objective to minimize the global sensitivity of X;
of course, other choices of the objective are possible as well.
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11.5.2.3 Numerical illustration

The data. In the illustration we are about to present, the state dimension is n = 5,
and the control dimension is ¢ = 2, so that m = dimx 4+ dimu = 7. The nominal
data (chosen at random) are as follows:
(A", BY]
—-1.089 -0.079 -0.031 -0.575 —0.387 0.145 0.241
—0.124 —-2.362 —2.637 0.428 1.454 | —0.311 0.150
=M :=| —-0.627 1.157 —-1.910 —-0.425 —-0.967 0.022 0.183

—0.325 0.206 0.500 —1.475 0.192 0.209 —0.282
0.238 —0.680 —0.955 —0.558 —1.809 0.079 0.132

The interval uncertainty (11.5.6) is speciﬁed as

[A¢,be] = M+ZZCU| ilgi 1

=1 j=1 o
i

where g;, f; are the standard basic orths in R® and R7, respectively; in other words,
every entry in [A, B] is affected by its own perturbation, and the variability of an
entry is the magnitude of its nominal value.

Normal range of perturbations. Next we should decide how to specify the
normal range Z of the perturbations, i.e., the quantity r in (11.5.7). “In reality”
this choice could come from the nature of the dynamical system in question and the
nature of its environment. In our illustration there is no “nature and environment,”
and we specify r as follows. Let r, be the largest r for which the robust nonexpan-
siveness of the system at the perturbation level r, (i.e., the perturbation set being
the box B, = {( : ||]|lec < r}) admits a certificate. It would be quite reasonable to
choose, as the normal range of perturbations Z, the box B, , so that the normal
range of perturbations is the largest one where the robust nonexpansiveness still
can be certified. Unfortunately, precise checking the existence of a certificate for a
given box in the role of the perturbation set means to check the feasibility status
of the system of LMIs

(@) X>»0
(0) V(¢ l¢lloo <7) : A(A¢, Be; X) = 0
in matrix variable X, with A(:,-;-) given in (11.5.4). This task seems to be in-
tractable, so that we are forced to replace this system with its safe tractable ap-
proximation, tight within the factor 7/2, specifically, with the system
X>0
AAD B X) = r S AeRERe | LT (X) - LE(X)
Li(X) Ar/r (11.5.13)

LL&X) . /\L/’I“
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in matrix variable X and scalar variables A, (cf. (11.5.12)), with R,(X) and L,
given by (11.5.10). The largest value r; of r for which the latter system is solvable
(this quantity can be easily found by bisection) is a lower bound, tight within the
factor pi/2, on 1., and this is the quantity we use in the role of » when specifying
the normal range of perturbations according to (11.5.7).

Applying this approach to the outlined data, we end up with
r =1y = 0.0346.

The results. With the outlined nominal and perturbation data and r, the optimal
value in (11.5.12) turns out to be

agre = 27.231.

It is instructive to compare this quantity with the global sensitivity of the RC-
certificate Xrc of robust nonexpansiveness; by definition, Xgc is the X component
of a feasible solution to (11.5.13) where r is set to r;. This X clearly can be extended
to a feasible solution to our safe tractable approximation (11.5.12) of the GRC; the
smallest, over all these extensions, value of the global sensitivity « is

arc = 49.636,

which is by a factor 1.82 larger than aggrc. It follows that the GRC-based analysis
of the robust nonexpansiveness properties of the uncertain dynamical system in
question provides us with essentially more optimistic results than the RC-based
analysis. Indeed, a feasible solution (¢, ...) to (11.5.12) provides us with the upper

bound 1 0
, <p<r
< =
C.(p) < Calp) { lta(p=r) r<p<r+a_1

T—a(p=r)’

(11.5.14)

(cf. (11.5.9)) on the “existing in the nature, but difficult to compute” quantity
Ci(p) = inf {C’ : fot 2T (s)x(s)ds < Cfot uT (s)u(s)dsY(t > 0,z(-),u(")) :

(0) = 0, () = Acra() + Beu(s) [0l < s}

responsible for the robust nonexpansiveness properties of the dynamical system.
The upper bounds (11.5.14) corresponding to arc and agrce are depicted on the
left plot in figure 11.2 where we see that the GRC-based bound is much better than
the RC-based bound.

Of course, both the bounds in question are conservative, and their “level of conser-
vatism” is difficult to access theoretically: while we do understand how conservative our
tractable approximations to intractable RC/GRC are, we have no idea how conservative
the sufficient condition (11.5.4) for robust nonexpansiveness is (in this respect, the situ-
ation is completely similar to the one in Lyapunov Stability Analysis, see section 9.1.2).
We can, however, run a brute force simulation to bound C.(p) from below. Specifically,
generating a sample of perturbations of a given magnitude and checking the associated
matrices [A¢, B¢] for nonexpansiveness, we can build an upper bound 5, on the largest p
for which every matrix [A¢, B¢] with ||{||« < p generates a nonexpansive time-invariant



GLOBALIZED ROBUST COUNTERPARTS OF UNCERTAIN CONIC PROBLEMS 299

Figure 11.2 RC/GRC-based analysis: bounds (11.5.14) vs. p for a = agrc (solid) and
a = arc (dashed).

dynamical system; p, is, of course, greater than or equal to the largest p = p; for which
Cx«(p) < 1. Similarly, testing matrices A for stability, we can build an upper bound p_,
on the largest p = poo for which all matrices A¢, ||(]lc < p, have all their eigenvalues in

the closed left hand side plane; it is immediately seen that C.(p) = co when p > poo. For
our nominal and perturbation data, simulation yields

Py =0.310, 7., =0.7854.

These quantities should be compared, respectively, to r1 = 0.0346, (which clearly is a lower
bound on the range p1 of p’s where Ci(p) < 1) and roc =71 + O‘E}i{(} (this is the range of
values of p where the GRC-originating upper bound (11.5.14) on Cx(p) is finite; as such,
Too 18 a lower bound on ps). We see that in our numerical example the conservatism of

our approach is “within one order of magnitude”’: p,/r1 ~ 8.95 and p_,/re ~ 11.01.
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Chapter Twelve

Robust Classification and Estimation

In this chapter, we present some applications of Robust Optimization in the context
of Machine Learning and Linear Regression.

12.1 ROBUST SUPPORT VECTOR MACHINES

We begin our development with an overview, the focus of which is the specific
example of Support Vector Machines for binary classification.

12.1.1 Support Vector Machines
BINARY LINEAR CLASSIFICATION.

Let X denote the n x m matrix of data points (they are columns in X), each one
belonging to one of two classes. Let y € {—1,1}™ be the corresponding label vector,
so that y; = 1 when i-th data point is in the first class, and y; = —1 when i-th data
point is in the second class. We refer to the pair (X, y) as the training data.

In linear classification, we seek to separate, if possible, the two classes by
a hyperplane H(w,b) = {z : wlz +b = 0}, where w € R" and b € R are
the hyperplane’s parameters. To any candidate hyperplane H(w,b) corresponds a
decision rule of the form z = sign(w”x + b), which can be used to predict the label
z of a new point x.

MAXIMALLY ROBUST SEPARATION FOR SEPARABLE DATA.

Perfect linear separation occurs when the decision rule makes no errors on the data
set. This translates as a set of linear inequalities in (w, b):

yi(w 'z, +0) >0, i=1,...,m. (12.1.1)

Let us assume that the data is separable, in the sense that the above conditions
are feasible. Assume now that the data is uncertain, specifically, for every i, i-th
“true” data point is only known to belong to the interior of an Euclidian ball
of radius p centered at the “nominal” data point x}. In the following, we refer
to this as to spherical uncertainty. Insisting that the above inequalities be valid
for all choices of the data points within their respective balls leads to the Robust
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Figure 12.1 Maximally robust classifier for separable data, with spherical uncertainties
around each data point.

Counterpart to the above inequalities:
yi(wTz? +b) > pllwllz, i=1,...,m. (12.1.2)

The maximally robust classifier is the one that maximizes p subject to the con-

ditions (12.1.2). By homogeneity of the above in (w,b), we can always enforce
pllw|l2 = 1, so that maximizing p leads to minimizing ||wl|2, via the quadratic
optimization problem:

migl{Hng ryi(whal +0) > 1, 1<i<m}. (12.1.3)
w,

The above problem and its optimal solution are illustrated in figure 12.1.
The maximally robust classifier corresponds to the largest radius such that the
corresponding balls around each data point are still perfectly separated. In Machine
Learning literature, the optimal quantity p is referred to as the margin of the
classifier, and the corresponding classifier as the maximum margin classifier.

NON-SEPARABLE CASE: THE HINGE LOSS FUNCTION.

In general, perfect separation may not be possible. To cope with this, we modify
the “separation constraints” y;(wTz; +b) > 1 as

yi(mei+b)21_via U’izoa izl?"'am7

where the number of nonzero entries in the slack vector v is the number of errors the
classifier makes on the training data. We could look for a classifier that minimizes
this number, but this would be a computationally intractable problem. Instead, we
can seek to minimize the more tractable sum of the elements of v. This leads to
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Figure 12.2 The classical SVM separator for non-separable data, as defined in (12.1.6),
with regularization parameter A = 0.1.

the linear optimization problem

m
min {Zvi cyi(wT i +0) > 11—, 0 >0,1<i < m} ) (12.1.4)
w,b Py
This can be written in the equivalent form of minimizing the so-called realized
hinge loss function
m
Revm(w,b) 1=y "[1 — yi(w"z; + b)), (12.1.5)
i=1
where we used the term “realized” to emphasize that the function above depends
on a particular realization of the data.

The above function is based on replacing the indicator function, which would

arise if we were to minimize the actual number of errors, with a convex upper
bound.

THE CLASSICAL SVM FORMULATION.

In practice, we need to trade-off the number of training set errors (or its proxy,
which is the loss function above), and the amount of robustness with respect to
spherical perturbations of the data points. One way to formulate this trade-off is
via the classical Support Vector Machine (SVM) formulation:

ming b {AJw]3 + 3000 vi ryi(wTe +0) 21— v, 1<i<m, v >0}
(12.1.6)
minw,b {Rsvm(w7 b) + )\H’U)H%} ’
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where A > 0 is a regularization parameter. An example is shown in figure 12.2. A
less classical approach to accomplish the above trade-off is

min { Rev (1, 6) + Alw]a} (12.1.7)

The above, which we call the norm-penalized SVM, is equivalent to the classical
formulation (12.1.6), in the sense that the set of solutions obtained when A spans
the positive real line is the same for both problems.

12.1.2 Minimizing Worst-Case Realized Loss

An alternate (and perhaps more versatile) approach to the classical SVM is to
consider the minimization of the realized loss function Rsym, and then apply a
robust optimization procedure, in order to minimize its worst-case value under
perturbations of the data points. The corresponding problem has the form of
minimizing (over (w, b)) the worst-case realized loss function

max Rsvm (w, b), (12.1.8)

where the set X describes our uncertainty model about the data matrix X. (Our
notation here is somewhat loose, as the dependence of the realized loss function on
the data X is implicit.)

12.1.3 Measurement-Wise Uncertainty Models

We examine the worst-case hinge loss minimization problem in the case when per-
turbations affect each measurement independently.

SPHERICAL UNCERTAINTY.

Return to our spherical uncertainty model, for which the set X" is Xspn, where
Xph = {X"+A : A=[01,...,0n], [|&ll2<p, i=1,...,m}.

Here, the matrix X™ contains the nominal data, and its columns ;' are the nominal
data points (nominal feature vectors, in the SVM terminology). We obtain an
explicit expression for the worst-case realized loss:

m

Rvm ab - 1— 3 T 2 b .
nax R (w, b) ;[ yi(w™ 2} + ) + pllwll2]+

The worst-case realized loss function above can be minimized via second-order cone

optimization:

w,b | 4
i=1

min {Z[l —yi(wTa? 4+ b) + p||w2]+} . (12.1.9)

Note that the robust version of worst-case loss minimization is not the same
as the classical Support Vector Machine (12.1.6): in the former case, the penalty
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Figure 12.3 Maximally robust classifier for separable data, with box-type uncertainties.

term is “inside” the loss function, while it is outside in the latter. In the worst-case
loss minimization, we are trying to separate balls drawn around data points, as
we did in the separable case. If the interior of one of these balls intersects the
separating hyperplane, then the procedure counts this as an error. In contrast, the
classical SVM procedure only considers errors corresponding to the centers of the
balls. It turns out that we can bound one approach relative to the other. An upper
bound on the worst-case loss is readily given by

D =y e} + ) + pllwlla]s <1 —yi(w” @ +)]1 + mplwll2.

i=1 i=1
Minimizing the upper bound above is of the same form as the norm-penalized
SVM (12.1.7), itself closely linked to the classical Vector Machine solution, as noted
before.

INTERVAL UNCERTAINTY MODELS

We can modify our assumptions about the uncertainty affecting the data, which
leads to different classification algorithms. Of particular interest is the case
when the uncertainty affects each element of the data matrix independently, in
a component-wise fashion.

For example, consider the box uncertainty model, where each data point ¢ is
only known to belong to the || - ||oo-ball of radius p centered at the nominal data.
The associated version of (12.1.2) is

yi(wTz? +b) > pllw|ly, i=1,...,m.

The corresponding maximally robust classifier is obtained via the Linear Optimiza-

tion problem
migl {wllr : yi(w" 2P +b) > 1,1 <i<m}. (12.1.10)
w,
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An example is illustrated in figure 12.3. Observe the contrast with the case when
uncertainties are spherical (figure(12.1)): with box uncertainties, the classifier’s
coefficient vector tends to be sparser. (This effect becomes more pronounced as
n/m becomes larger.)

Likewise, minimizing the worst-case realized loss function (12.1.8) where the
set X is described as a box:

Koox = {X" A : A=[01,....00], I0ilc <py i=1,....m}, (12.1.11)

is solved via the Linear Optimization problem

min {Zu —yi(wTa £ b) + p||w1]+} .

w,b 2
i=1
We can extend some of the above results to more general interval uncertainty
models, of the form
Xint = {X"+A ¢ [Apg| < pRpg, 1<p<mn, 1<qg<m}, (12.1.12)

where R € R}*™ is a matrix with nonnegative entries that specifies the relative
ranges of the uncertainties around each component of X™. The corresponding
worst-case realized loss takes the form

m
T T
Shax Resvm(w, b) = ;[1 —yi(w' xi + b) + po; |wl|]+,
where o; is the i-th column of R, 1 < i <'m, and |w| = [[wi];...; |wy]].

Note that, for general uncertainty models, the approach we followed to de-
vise maximally robust classifiers becomes a little more complicated. Indeed, the
condition for robust separability writes now

yi(wTa? +b) > pol|lw|, i=1,...,m.

Unless the vectors o;, i = 1,...,m, are all equal, there is no way to formulate the
problem of maximizing p subject to the above conditions, as a convex optimization
problem, as we did before. Of course, the problem is quasi-convex, and can be
solved as a sequence of convex ones via Bisection in p.

12.1.4 Coupled Uncertainty Models

In the previous models, uncertainty independently affects each measurement (each
column of X). In some cases, it makes sense to assume instead a global bound on the
perturbation matrix, which couples uncertainties affecting different measurements.
These models are part of a family referred to as coupled uncertainty models.
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A NORM-BOUND UNCERTAINTY MODEL

Perhaps the simplest of coupled uncertainty models corresponds to the uncertainty

set
Xesy = {X"+A : AeR™™ A <p}, (12.1.13)

where X™ is the nominal data and || - || denotes the largest singular value (LSV)
norm.

For separable data, the maximally separable classifier is based on the robust
separability condition

Vi=1,....m, YA=[61,....0m], Al <p : ys(w(z}+ ;) +b) > 1.

It turns out that the above condition is exactly the same as the robust separability
condition encountered for spherical uncertainties, (12.1.2). This comes from the
fact that the conditions above only involve the projection of the unit ball (for the
matrix norm || - ||) on the subspaces generated by the columns of A. The maximally
robust separating classifier is the same in the present norm-bound model, as it was
in the case of spherical uncertainties.

In contrast, when we look at minimizing the worst-case realized loss function
(12.1.8), the situation is different, since the norm induces a coupling between terms
corresponding to different measurements. The robust problem of interest now is

m
i 1—yi(whz; +b ) 12.1.14
%}g{gpgil[ yi(w @ + )]+} ( )

In the case of XY = ALgy, as it will be seen later, the worst-case realized cost
function, which is the objective in (12.1.14), can be expressed as

max min { pVk|[w|ls + ku + 1-— inz?erf .
ke{O,...,m}{ " {p lwll2 + kp ;[ yi ) u]+}}
The problem of minimizing this function writes as a second-order cone optimization
problem:
wyb%l,l{l}tk} 0<k<m
(12.1.15)

{t > pVE[wlla + ke + 3000 11— yi(wT a4 b) — }

Setting p = 0 for every k in (12.1.15), we obtain an upper bound of the form

mip {Zu (T 4B+ pmwnz} ,

moli=1
which is similar (up to a scaling of the penalty term) to the norm-penalized SVM,
(12.1.7). Also, setting ju, = —k~/?p|lwl|z for every k in (12.1.15), we obtain the
problem (12.1.9) (with py/m in the role of p) which we encountered with spherical
uncertainties.
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12.1.5 Worst-Case Loss and Adjustable Variables

As noted before, the norm-bound uncertainty model couples the uncertainties af-
fecting different measurements. Our previous development shows that the problem
of minimizing the worst-case loss function under norm-bounded uncertainties is not
equivalent to the same problem under spherical (measurement-wise) uncertainties.

This discrepancy might be understood geometrically. In the worst-case loss
problem (12.1.8) with the LSV model, we can replace the set X by a bigger set of
the form &} x...x X,,, where X;’s are the projections of X on the §; variables, where
0;’s are the columns of A. Exploiting the fact that the loss function decomposes as a
sum of terms that depend on d; only, we obtain the spherical model’s SVM (12.1.9).

Another interpretation calls into play Robust Optimization with adjustable
variables. Start from the Linear Optimization representation of the problem of min-
imizing the realized loss function, (12.1.4), and then apply a Robust Optimization
procedure, requiring that the constraints be satisfied irrespective of the choice of
the data matrix in the set X'. This “naive” approach would lead us to replace the
constraints by their robust counterpart:

VA=1[61,..,0m], 1A <p : wilwl(z;+6)+b)>1—v;, i=1,...,m,
Ui207

which is the same as
yl(wa7 +b)>1—v;+plwl|, v; >0, i=1,...,m,

Minimizing Y~ v; subject to the above constraints is precisely the same as the
problem corresponding to spherical (measurement-wise) uncertainties, (12.1.9).

Contrarily to what happens with maximally robust classifiers for separable
data, a naive approach to robustifying the problem fails to produce an accurate
answer. Indeed, in the naive approach above, the slack variable v is assumed to
be independent of the perturbation. In reality, this variable should be considered
a function of the perturbation, as an adjustable variable, in order to accurately
model our problem of minimizing the worst-case realized loss function.! The naive
approach does work when imposing v = 0, as we do with maximally robust classifiers
for separable data.

Our discussion motivates us to study the problem of computing, and opti-
mizing, the worst-case loss function in more detail. The next section is devoted to
building a framework of specific models for which exact answers are possible.

1For in-depth study of adjustability and adjustable Robust Counterparts, see chapter 14.
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12.2 ROBUST CLASSIFICATION AND REGRESSION
12.2.1 Nominal Problem and Robust Counterpart
L0OSS FUNCTION MINIMIZATION

We start from the fOHOWng “nominal” problem, which is
min £(Z° 6 12.2.1
GéG ( )7 ( )

where the function £ : R™ — R is convex; the variable 6 contains the regressor or
classifier coefficients, and is constrained to a given convex set © C R™; the matrix
Z = z1,...,2m] € R™™ contains the data of the problem. We assume that the
set © is computationally tractable, and that the nominal problem is so as well.

In the following, we refer to the columns z;’s of the data matrix Z as measure-
ments, and to its rows as features. We call the vector 6 the parameter vector. For a
given parameter vector § € O, we define r = Z70 to be the corresponding residual
vector. In our setup, we refer to r — L(r) as the loss function (a function of the
residual vector), and to § — L£(Z10) as the realized loss function (a function of
the parameter vector). With this definition, the loss function is data-independent,
whereas the realized loss is not.

RoBUST COUNTERPART

We address the Robust Counterpart to the nominal problem (12.2.1), which is to
minimize the worst-case realized loss function:

min max £(Z76), (12.2.2)
0cO ZcZ

where Z C R™*" is a given subset of matrices that describes the uncertainty on
the data matrix Z. We assume that

Z=27"+ pUD, (12.2.3)

where the matrix Z" € R™ ™ contains the nominal data, the uncertainty level
p > 0 allows one to control the size of the perturbation, and the given matrix
U € R™*! allows for modeling some structural information about the perturbation,
as when some rows of the matrix Z are not affected by uncertainty. Here, the triple
(Z", p,U) encodes the robust problem’s data. The set D C RIX™ (convex, compact,
and containing the origin) is reserved for describing structural information about
the perturbation, such as norm bounds. For now, the only assumption we make
about the set D is that it is computationally tractable, meaning that its support

function
Y):= Y, A
¢p(Y) := max (¥, A)
is so; from now on, for n x m matrices Y, A, (Y, A) = Tr(YTA) is the Frobenius
inner product of the matrices.



310 CHAPTER 12

Our goal is to obtain further conditions that ensure that a tractable repre-
sentation of the semi-infinite inequality

VZeZ: L(ZTh) <, (12.2.4)
where 7 € R is given, exists. The Robust Counterpart (12.2.2) of (12.2.1) then also
writes in tractable form, as

i : satisfies (12.2.4) }.
Jin {7 : (0, 7) satisfies ( ) }

We are about to present two motivating examples.

Example 12.2.1. Robust Linear Regression. Assume that we have observed
m inputs (“regressors”) x; € R"2, i =1,...,m, to certain system along with the cor-
responding outputs y; € R, 1 < ¢ < m, of the system, and seek for a linear regression
model
T
Y~ x; w+b

that best fits the data, in the sense that a given norm || - || of the residual vector [y —
zTw —b;... ;Yym — chw — b] is as small as possible (perhaps, under certain additional

restrictions on the coefficients w, b of the regressions model). Setting

X1 Tm
Z=| vy ... Ym | ERV O=[-w;1;-b €R", L(r)=|r||:R™ - R, (12.2.5)
1 ... 1

we can write down the problem of finding the best linear regression model for our data
in the form of (12.2.1), where ® C R" is contained in the plane 6,1 = 1 (and can be a
proper subset of this plane, provided we intend to impose some restrictions on w and b).
If we assume now that the regressors z; and the outputs y; are not measured exactly, so
that all we know about the “true” data matrix Z is that it belongs to a given uncertainty
set Z, a natural course of action is to seek the linear regression model that guarantees the
best possible worst-case, over the data matrices Z € Z, fit, thus arriving at the Robust
Counterpart of (12.2.1).

Example 12.2.2. Robust SVM. Consider the situation that in the previous sec-
tion was called “worst-case realized loss function minimization”, specifically, the situation
where we are given m data points, assembled into the data matrix X = [z1,...,Zm], along
with labels y1,...,ym € {—1,1} of these points, and seek a linear classifier sign(w” x + b)
capable of minimizing the classification error. As was explained in section 12.1, in the case
of an uncertain data matrix X known to belong to a given uncertainty set X', minimization
of the worst-case realized loss in this case reduces to the semi-infinite problem (12.1.14).
Setting

Yixi RN YmIm m
Z = Yi e YUm ;0 =[—w;=b;1], L(r) = Z max|r;, 0], (12.2.6)
1 1 i=1

and straightforwardly converting the uncertainty set X for X into an uncertainty set Z
for Z, we represent the Robust Counterpart (12.1.14) in the form of (12.2.2).
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12.2.2 Some Simple Cases
SCENARIO UNCERTAINTY
Perhaps the simplest case involves an uncertainty set given as a (convex hull) of a
finite number of given matrices. Namely:
zZ= conv{z<1>,...,Z<K>} 7

where Z(F) ¢ R™*" | = 1,...,K, are given. Then the semi-infinite inequality
(12.2.4) writes in the convex, tractable form

ENTp) <
12}%}{1( LU(Z"N)e) <t

(cf. section 6.1).

ASSUMPTION ABOUT THE LOSS FUNCTION
Another set of results obtains when making specific assumptions about the loss
function.
Assumption L: The loss function £ : R™ — R is of the form
L(r) = w(abs(P(r))),

where abs(-) acts componentwise, 7 : R — R is a computationally
tractable convex, monotone function on the non-negative orthant, and
P :R™ — R™ is the vector-valued function

Plr) = r  (“symmetric case”)
| ry  (“asymmetric case”)
where r is the vector with components max[r;,0], i =1,...,m.

In the following, Assumption L is always in force, unless the opposite is stated
explicitly.

EXAMPLES
The following specific loss functions satisfy assumption L.
e The case of the hinge loss function, (12.1.5), which arises in Support Vector

Machines, is recovered upon choosing P(r) = 74, and 7(r) = Y i~ r;, see
Example 12.2.2.

e Least-squares regression. This is the problem from Example 12.2.1 with |||
Il - ll2; here the loss function satisfies L with P(r) = r, n(r) = ||r||2.

o (,-norm regression. This is the problem from Example 12.2.1 with || - || =
I - llp, with a p € [1,00]. Here the loss function satisfies L with P(r) =

m(r) = [Irllp-

=
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e Huber penalty regression, which is useful for outlier rejection. This is the
problem from Example 12.2.1 with

m

£ir) =" H(ri, 1)),

i=1

where H : Ry x Ry — R is the (generalized) Huber function

2 t?
H(t,p) = max < t€ — pEL_ ) o 1<, (12.2.7)
HEA R -2, 1>

Here assumption L is satisfied with P(r) = r and 7 (r) = >." | H(r;, 1).

Without more assumptions on the problem, we can find a tractable represen-
tation of the semi-infinite inequality (12.2.4) in some “simple” cases. We examine
two of these simple cases now.

WEIGHTED {+,-NORM LOSS

Assume that the loss function is such that 7w (u) = max; a;u;, where the weighting
vector o € R’ is given. Thus, the loss assumes the form

max «;|ri|,  (symmetric case),

L(r)=4 ‘== . (12.2.8)
max «;[r;]+, (asymmetric case).
1<i<m

We can represent the constraint 7(u) < 7 as a system of at most 2m inequal-
ities of the form u € P, where
P={ueR™ : —yr<ou; <7, i=1,...,m},
with v = 1 in the symmetric case, and v = 0 in the asymmetric case. The condition

(12.2.4) thus writes
VAED : —y7 <a; [2]70+ pe] ATUTO) <7, i=1,...,m,

where e; are the standard basic orths in R™. This translates as the set of tractable
constraints:
—7 + paidpp(—UT0el) < a;[20]70 < 7 — paipp(UTOel), i=1,...,m. (12.2.9)

Theorem 12.2.3. [Weighted ¢-norm loss] If £ is given by (12.2.8) for some
weighting vector av € R, then the semi-infinite inequality (12.2.4) can be rep-
resented as the system of explicit convex constraints (12.2.9), with v = 1 in the
symmetric case, and v = 0 in the asymmetric case.

MEASUREMENT-WISE UNCERTAINTY

Here, we assume that the columns of Z (each one of which, as the reader recalls,
corresponds to a specific measurement) are independently perturbed. Specifically,
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we assume that

D=D1 x...XDp,

where each D; describes the uncertainty about a specific column i. Let us denote
by ¢; the support function of D;.

We observe that when A runs through D, the vector u = P((Z" 4+ pUA)T9)
covers the box {u:0 <wu < u"P(0)}, where
max [—[28]70 + pgi(—U0), [z2]760 + pei (UT9)]
u'(f) = (symmetric case), (12.2.10)
max [0, [22]70 + pp;(UT6)], (asymmetric case).

Exploiting the monotonicity of 7(-), we obtain that the bound (12.2.4) on the
worst-case loss holds if and only if

m(u'P(0)) < 7.

We have obtained the following result.

Theorem 12.2.4. [Measurement-wise uncertainty] If £ satisfies assumption
L, and the uncertainty set D is measurement-wise, that is, it is given as a product
Dy X ... X D,,, where each subset D; describes the uncertainty on the i-th column
(measurement) of the matrix Z, then the semi-infinite constraint (12.2.4) can be
represented as the tractable convex constraint

m(u"P(0)) < T,

where u"P is given by (12.2.10).

12.2.3 Generalized Bounded Additive Uncertainty

A second set of results derives from making further assumptions, this time mostly
on the uncertainty model (the set D, see (12.2.3)) considered in the Robust Coun-
terpart (12.2.2).

ASSUMPTION ON THE UNCERTAINTY MODEL
As a convenient starting point, observe that since the function £ is convex and
finite-valued on R™ (by assumption L), it is the bi-conjugate of itself:
L(r) =sup [vr — L*(v)] (12.2.11)
v
where L£* is a convex lower semicontinuous function on R™ taking values in R U
{+o0}.

This is how (12.2.11) looks for loss functions we are especially interested
in:
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e [p-norm| L(r) = ||7||,:
1 1
Tr -4+ —=1

L(r)= max v
villofy, <1 P P

that is, £ * (v) = 0 when ||v|

p. < 1and L£*(v) = +oo otherwise;
e [hinge loss function] £(r) = Y./ | max[r;, 0]:
L(r) = max vlr,
0<u<1
where 1 is the all-ones vector. In other words, £*(v) = 0 when
0 <wv<1and L*(v) = +o0 otherwise;
e [Huber loss] £(r) =>"1", H(r;, 1), see (12.2.7):

£ir) = max {UTT—;HvH%],

—1<v<1
ie., £*(v) = ||v[|3 when —1 < v < 1 and L£*(v) = +00 otherwise.
We continue to focus on the additive uncertainty model (12.2.3), and make a

further assumption about the set D. To motivate our assumption, we observe that
in view of (12.2.11), the objective of the robust problem (12.2.2) reads

maXyez E(ZTQ) = mMaXAeD, v {UT(ZH + /)UA)TQ — L* (’U)}
= max, {UT[Z“]TH — L*(v) + pmaxaep [HTUAU] } .
(12.2.12)
Hence, the function from R! x R™ to R defined as
(u,v) — max u’ Av (12.2.13)

AeD
plays a crucial role, as it fully encapsulates the way in which the perturbation
structure, that is, the set D, enters the robust problem. Note that, as is common
in Robust Optimization, the convexity of the set D plays no role in the robust
counterpart: D can be safely replaced by its convex hull there.

We now make a fundamental assumption about the set D in regards of the
function defined in (12.2.13). Recall that a Minkowski function ¢(-) is a (finite
everywhere) nonnegative convex function ¢ that is positively homogeneous of degree
1: ¢(tv) = tep(v) whenever ¢ > 0.

Our assumption on the set D is as follows:

Assumption A: The set D is such that there exists a Minkowski func-
tion ¢ on R! and a norm 1 on R™ such that
VueR!, YoeR™ : maxul Av = ¢(u)ih(v).
AeD
A way to interpret assumption A is that it provides an expression for the sup-
port function of the matrix set D, but only for rank-one matrices. As such, the
assumption does not fully characterize D.
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EXAMPLES

Here are a few examples of sets D that satisfy assumption A. We identify each case

on our list with an acronym that will allow us to easily refer to a specific uncertainty
model. For example, model LSV refers to the first model detailed below.

ILSV]

[FRO]

[IND]

IMWU]

[COM|

[KER]

Largest singular value model: With D = {A € R>™ : ||A|| < 1}, where |- || is
the largest singular value of A, one can capture possible dependencies between
uncertainties affecting different data points. This set satisfies assumption A,
with ¢, 1 being the Euclidean norms in R! and R™, respectively.

The Frobenius norm model is the same as above, with the Frobenius norm
instead of the largest singular value norm. This set satisfies assumption A,
with the same ¢, .

Induced norm model: Consider, as an extension of the LSV model, the set
D ={A e R>™ ;|| Avl|,. < |jv]l; Vv € R™}, where p,q € [1, 0] and p%—i—% =
1. This set satisfies assumption A with ¢(-) = | - |lp, ¥ () = | - |l¢-

Measurement-wise uncertainty models, already seen in section 12.1.3, corre-
spond to the following choice of the set D:

D={A=[01,....,6m) ER*™ : |5 <1, i=1,....,m},

where || - || is a norm on R’ (the case of box uncertainty (12.1.11) corresponds
toU=1I,] || = |le) Such sets satisty assumption A with (-) =| - |]1
and ¢(-) = || - ||«, where || - ||« is the norm conjugate to a norm || - ||:

Inll = max{h™n : [nll <1} [ [l = max{n"h: [n]. < 1}].

Composite norm models: This is a variation of the previous case as follows
D={A=[0,....0m €R™™ : [|[I81llp;-- -3 [mllp]llg < 1},

with p, ¢ € [1, 00]. Here assumption A is satisfied with ¢(-) = ||-||,. and ¢(-) =

|| - lg., where for an s € [1,00] s, is given by - + 1 =1 (see Exercise 12.2).

The MWU models are obtained with ¢ = co. When ¢ < oo, the above

allows one to capture dependencies across perturbations affecting different
measurements.

K-error models: For p € [1,00] and K € {1,...,m}, the set
D= Conv{[Aib1,..., Ambn] € RZ™ 1 [|&], < 1,1 <4< m,
2211 Ai <K, Ae {07 l}m}’

allows to model the fact that there are at most K (norm-bounded) errors
affecting the measurements, which again couples them. Here, assumption A
is satisfied with ¢(-) = | - ||p. and with the norm ¢ defined as

K
Y) = |vly, (12.2.14)
=1
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where |v[j;) is the i-th largest component of the vector [|vil;...;[vn,[]. Note
that this norm has both the ¢; and ¢., norms as special cases, obtained with
K =m and K = 1, respectively.

THE WORST-CASE LOSS FUNCTION

Under assumption A, invoking (12.2.12), we obtain the worst-case realized loss
function

max L£(Z70) = max {270 — £*(v) + pd(UT )y (v) } . (12.2.15)
Introducing convex function Ly.(r, k) : R™ x R} — R given by
L (T, K) = max [v"r — £*(v) + kY (v)] (12.2.16)
the semi-infinite inequality (12.2.4) becomes the convex inequality
Loc([Z2770,pp(UT0)) = min { Lo (2770, 5) : 5 2 pp(UTO)} < 7. (12.2.17)

Note that = in the latter relation is due to the evident fact that Ly, is nondecreasing
with respect to its second argument.

We will refer to the function (12.2.16) as the worst-case loss function associ-
ated with our robust problem. The worst-case loss function is indeed a loss function
in the classical sense, since it is convex and independent of the problem’s data, and
depends only on problem structure. Note that Lyc(-,0) = L(-), so the worst-case
loss function is really an extension of the original loss function.

We can alternatively express the worst-case loss function as

Lye(r, k) = max {L(r+ KE) s (&) <1}, (12.2.18)

where 1. (-) stands for the norm conjugate to ¢(-). In the above, 9,(-) defines
the shape of allowable additive perturbations to the residual vector r, while s
defines the size of this set. The worst-case function fully describes the effect of such
allowable perturbations on the original loss function, for arbitrary residual vectors
r and perturbation sizes k.

When ¥(-) = || - ||2, the function Ly.(-,1) as given by (12.2.18) is the robust
regularization of the original loss function £, in the sense of Lewis [76].

With our perturbation model, the robust problem (12.2.17) becomes

nT T
(max_ L0270+ [poUT)k) <.
exactly as if the realized loss function were subject to additive perturbations on
the residual » = Z76, with the amplitude of the perturbation depending on the
parameter vector 6.

Our abilities to process efficiently the semi-infinite inequality (12.2.4), or,
which is the same under our structural assumptions on the perturbation model,
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the inequality (12.2.17), hinges on our ability to efficiently compute, and find sub-
gradients of, the worst-case loss function (12.2.16). We now examine the situation
for specific choices of the norm .

THE CASE OF ¥(-) = || - [|oo

This case includes for example a composite norm model (labelled as COM in our
list). Denoting by e; the standard basic orths in R™, we have

Lwe(r, k) = max {UTT — L*(v) + £ max |vi}
v 1<i<m

= max {max [UTT - L*(v) + "f|vl‘]}

1<i<m v
= max. {mfxxmax [vTr — L*(v) — Koy, vTr — L*(v) + Ky }
_ Tl 1 r* T ] *
= [ax max {mj}x (0T [r — ke;] — L*(v)] ; max [WT[r + ke;] — L (v)”
= max max (L(r + ke;), L(r — Ke;)) .

1<i<m

We have arrived at the following result:

Theorem 12.2.5. If the loss function satisfies assumption L, and the uncer-
tainty set satisfies assumption A, with ¥(-) = |||, then the semi-infinite inequality
(12.2.4) can be represented by the explicit system of efficiently computable convex
constraints

qu(UTG) <k, E([ZH]TH tre)<7,1<i<m

in variables 0, k.

THE CASE OF 9(-) = || - |1

This case includes as a special case the MWU models. In particular, this recovers
the situation we have encountered in Support Vector Machines with box uncertainty
(section 12.1.3).

This time, we start with the expression (12.2.18). Invoking assumption L, we
obtain

Loe(r k)=

= max
& llElloo<1

L(r+ k) = w(u(r,k)),

where .
Iri| + K, (symmetric case),

12.2.19
(ri + k)4, (asymmetric case). ( )

(u(r )= {

Theorem 12.2.6. If the loss function satisfies assumption L and the uncer-
tainty set satisfies assumption A with ¢(-) = ||-||1, then the semi-infinite inequality
(12.2.4) can be represented by the explicit efficiently computable convex constraint

m(u([Z"]"0, pp(U"9))) < T,
with u(-,-) given by (12.2.19).
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THE CASE OF ¢ = | - ||2

This case includes in particular the LSV and FRO models. The worst-case loss
function now expresses as (12.2.18), with the constraint involving the Euclidean
norm:

Lye(r, ) =max {vTr — £*(v) + &[[v]]2} (12.2.20)
:mgx{ﬁ(r +rE) : [[€]l2 < 1}

We can process the problem above in a computationally tractable fashion when
L is separable. Indeed, as the parameter x spans the positive real line, the set
of solutions to problem (12.2.20) is the same as that obtained upon replacing the
Euclidean norm by its square. The problem is then separable and a (unique) optimal
solution
v°P (k) := argmax [UTT — L*(v) + KZHUH%]

can be efficiently computed. The solution to the original problem (12.2.20) corre-
sponds to the value of k for which k = |[v°P*(k)||2. It is easily shown that this fixed
point equation has a unique solution.

For general loss functions, the problem of computing the worst-case loss func-
tion, is apparently intractable. For some specific ones, such as the least-squares loss
function L(r) = ||r||2, in the case of ¥(-) = || - ||2 the problem has a trivial solution.
In addition, the problem is tractable for Support Vector Machine classification or
Huber regression. We consider these cases next.

12.2.4 Examples
SUPPORT VECTOR MACHINES

Consider the Robust SVM problem described in Example 12.2.2. Recall that the
data matrix Z in this case is built upon the matrix X = [x1,...,2,,] € R**™
of measured “feature vectors” (this matrix can be uncertain) and a sequence
Y1, -, Ym € {—1,1} of labels assumed to be certain. We assume that X is subject
to an additive bounded uncertainty, the corresponding uncertainty set being

X:={X+A : AepDy},

with Dy C R™*™ gatisfying assumption A, the corresponding norm and Minkowski
function being, respectively, ¥ and ¢. We further assume that v is a symmetric
gauge (a norm that is invariant under permutation and sign changes in the argu-
ment).

The corresponding set Z then is
Z ={Z" + UADiag{y} : A € pDy}, (12.2.21)

where U = [I,,;02x,,] € R("+2)X" - Exploiting the fact that the norm 1 is sign-
invariant, the set D = {ADiag{y} : A € Dy} also satisfies assumption A, with the



ROBUST CLASSIFICATION AND ESTIMATION 319

same functions ¢, ¢. Thus, the corresponding set Z is as (12.2.3) with D satisfying
assumption A.

Since the norm 1 is permutation-invariant, we have, for every k € {0,...,m},
and every v € {0,1}™ such that vT1 = k:

Y(v) = (D) = e,

i=1
where e; is the i-th basis vector in R™. For example, if ¢(-) = || -||,, then ¢ = k'/?
for every k.

The worst-case loss function reads

Lye(r,k) = max [v'r +kyp(v)] = max [vTr 4+ kep(v)],

we(r k) = max [vTr +sy(v)] = max [vTr+wg(v)]

where we have exploited the convexity of the objective in the most left maximization
problem.

Now observe that, for every scalar £ > 0, and vector r € R™, denoting by r(;
the ¢-th largest component of r, we have
Ewc s = r
(r,K) Uer{r})&}lx}m [k (v) + 0]
[k(v) +07r]

= max max
ke{0,...,m} ve{0,1}m vT1=k

= max max [nck + vTr]
ke{0,....,m} ve{0,1}m vT1=k

k
KCL + Z T[i]]
i=1

keg + K+ Z[l —ri— y]% .
i=1

= max
ke{0,...,m}

= max min
ke{0,....m} n

The resulting equality shows that the worst-case loss function can be computed via
Linear Optimization.

The semi-infinite inequality (12.2.4) therefore can be represented as

m
Hu ¥y - perd(UTO) + kps, + Z [1—[]]"0 — ,uk}+ <7,0<k<n, (12.2.22)
i=1
where 2! are the columns of the matrix Z", see (12.2.6). With § = [—w; —b; 1],
and using the original problem’s notation (see Example 12.2.2), we represent the
semi-infinite inequality (12.2.4) by the system of explicit convex constraints

pexod(w) + kg + Z [1—yi(w"a} +b) — ,Uk]+ <7,0<k<n
=1

in variables 7, w, b, {u }; here z? are the measured feature vectors.

Let us consider the following more specific examples. The case referred to as
LSV or FRO in our list of models, where the set D is the set of matrices A with
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|A]] < p, where || - || either the largest singular value or the Frobenius norm, has
cr = Vk. Setting é(-) = || - ||2, this proves the claims made in the earlier discussion
of SVMs with norm-bounded uncertainty (section 12.1.4).

As another specific example, consider the model referred to as KER, which
allows one to control the number of perturbations affecting the data. In this case,
we have ¢(-) = || - ||,., while 9(+) is defined by (12.2.14). Hence, ¢;, = min(k, K) for
every k € {0,...,m}.

In the case of measurement-wise uncertainty (MWU models) we have ¢(-) =
Il - |l1, which yields ¢y = k. Here (12.2.4) can be represented by the system of
explicit convex constraints
E(po(w) + ) + Y [1—gi(w"a} +b) — ], <7,0<k<n
i=1
in variables 7, w, b, { . }.

We easily recover the problems encountered in section 12.1.3 upon introducing
new variables iy = ug + pop(w).

The notion of maximally robust separation can be extended to a general
bounded additive perturbation structure. Assume that the data is separable, that
is, inequalities (12.1.1) are feasible. Also, assume that ¢ is a norm. The problem
is to maximize p such that the inequalities

VAe€pD : 0T(Z" +UA)e; >0, i=1,....m
hold, where e; is the ¢-th basis orth. The above can be written as

Vi=1,....,m : [z2!]70 > pmax 0TUTA(—e;).
A€D

Exploiting assumption A and still assuming that v is a symmetric gauge, the latter
condition can be rewritten as

Vi=1,...,m : [2}]70 > pp(U0) - ¢(en).

Using homogeneity together with the fact that ¢ is a norm, and the original prob-
lem’s notation, we obtain that maximizing p subject to the above conditions can

be written as
migl {o(w) : yi([z w+b) >1,1<i < m}.
w,

The actual maximally robust classifier does not depend on the norm , only on
the Minkowski function ¢. However, the optimal margin p°P* = 1/(p(w°P)ep(eq))
depends on both norms.

This generalizes the results we have obtained for the spherical and box un-
certainty models, in (12.1.3) and (12.1.10) respectively. It also confirms our prior
observation that the maximally robust separating classifier is the same, wether we
choose an LSV or spherical uncertainty model.
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MAXIMUM HINGE LOSS, INTERVAL DATA

As an example illustrating Theorem 12.2.3, consider a Support Vector Machine
problem with the “maximum hinge” loss

2, [ wwle+ o)

Assume that the data matrix X = [z1,...,2,,] is only known to belong to the
interval matrix set Xing, as given in (12.1.12). Defining Z, 6 as in (12.2.6) and ap-
plying Theorem 12.2.3, after straightforward computations, we arrive the following
tractable representation of the semi-infinite inequality (12.2.4):

T T
nax. [1—yi(w"z; +b) + po; |w\]Jr <,

where o is i-th row of the matrix R participating in the description (12.1.12) of
the interval matrix set Xj,.

LEAST-SQUARES REGRESSION

We now turn to the robust least-squares regression problem, that is, the problem

of Example 12.2.1 with || -|| = || - ||2. Here the semi-infinite constraint (12.2.4) reads
max 12102 < 7,
zZe{Z»+pUA:A€eD}
TLoe Tm (12.2.23)
Z=\|wy - Ym |,0=[-w;1;-0],U = [In+1;01X(n+1)] .
1 ... 1

where dimz; = n, y; € R and D is an uncertainty set in the space R(MTD>™  We
assume that this set satisfies assumption A with certain ¢ and 1.

A. Assume first that () = || - ||2. We are in the situation where the
function £* in (12.2.11) is the indicator of the unit Euclidean ball in R™:
L(r)=|rlls = max 7Tv,
)= lrlle =, e

so that the worst-case loss (12.2.16) is

max {vr + &lvll2} = |r]2 + &.
[lvll2<1

Consequently, (12.2.23) is equivalent to the explicit convex inequality
ly™ = [X"]Tw — b1|2 + pe([w; b]) <

Yt Ym

We can specialize the result to obtain some well-known penalties for least-

where [ [gjg]T } = [ Lo Tm } is the nominal data.

squares regression. For example, assume that the uncertainty model is based on
the largest singular value norm (LSV model). Then ¢ is the Euclidean norm, and
we recover the result derived in [50]. Alternatively, assume that the uncertainty
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model is in the class IND with p = 2 and ¢ = oo, which corresponds to D = {A :
|All2,00 < 1}, where || - ||2,00 is the induced norm defined as

[Allz.00 = max{[[Av]ec : [Jufla <1}

= max {uAvs ful <1, ol < 1} = max (/3T A2,
In this case (12.2.23) bears the form
ly™ = [X*"w — b1l + pll|w]s + [b] < 7.

The problem of minimizing 7 under this constraint, with b set to 0, reads
min {[|y" — [X"]"wll2 + pllwll: } ,

which is essentially the same (up to a squared first term) as LASSO regression
[113]. Note that the induced norm above couples the uncertainties across different
measurements, but allows the features (rows of data matrix Z) to be independently
perturbed.

B. We can extend the results to other symmetric gauges v in lieu of the
Fuclidean norm. For example, consider the case of KER models, where the norm
1 is defined in (12.2.14). The worst-case loss function is

K K m
Lywe(r,k) = max ol'r + RZ vl ¢ = Z(M[i] + k)% + Z |7’|[2i]7
villvllz<t i=1 i=1 i=K+1
so that (12.2.23) is equivalent to
K m
> (1Zr[—w; 15 =0l + po(fw; b))+ D |[27)7)[—w; 15 b)) < 7.
i=1 i=K+1

/1 REGRESSION

Now consider the semi-infinite inequality (12.2.4) in the case of ¢;-regression, where
the inequality reads

max 1Z76|, <,
Ze{Z +pUA:A€eD}
1o Tm (12.2.24)
Z=\| vy .o Yn |,0=[w;1;=b, U= [Lt1;01x(nt1)] -

1 ... 1

We assume that the set D satisfies assumption A, with arbitrary norm ¢ and
symmetric gauge function 1. Here, the loss function is

L(r) = = T
(r) = lIrll o ax_ v
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and the worst-case loss function now reads

_ T _ T
Le(r, K) _v,llgl\laofgl [v r4 m/J(v)] = v:vi:inl?f(ggm [v 7+ mb(v)]
=||rllx + Ky (1),

where we used the property of sign invariance of ¢ in the last line. Thus, (12.2.24)
is equivalent to the explicit convex constraint

ly™ = (X" w = b1 + po([w; b))y (1) < 7.
In the special cases of the LSV and FRO models, this constraint reads
ly™ = (X" w — b1y + pv/m| [w; b]]2 < 7.

f+o REGRESSION

Consider now the same problem as above, with the same assumption about the
set D (in the latter assumption, ¢ can be an arbitrary norm), but with the loss

function

L(r)= = a Ty.
() =l = mive o7

Denoting by e; the i-th unit vector in R™, the worst-case loss function reads

_ T _ T
Lucro)= s (o4 rp(0)} = max 0T r(o)
= max {vTr + Ky (v)}

ve{er,—e1,e1,—€2,....m,—em }

= max [|r;] + x(e;)].

1<i<m
Consequently, the semi-infinite inequality (12.2.4) can be represented by the system

of explicit convex inequalities

lyp — 2217w — b + polfws (o) <7, 1< i < m.

HUBER PENALTY REGRESSION

Consider the variant of the regression problem from Example 12.2.1 with a sep-
arable loss function with Huber-type components (12.2.7). Here the semi-infinite
inequality (12.2.4) reads

max L(ZT0) <,
Ze{Z +pUA:AeD}
r1T ... Tm
Z=\| 1wy i Ym |,0=[—w;1;-b], U= [In+1;01><(n+1)] ,
1 ... 1
m s2/2, |s| <1,
£0) = 22, 1), H) = maxfrs = el v = { T2 05
(
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Assume that the perturbation set D € R(*+D*™ gatisfies assumption A with ¢ (-) =
I |l2 (this corresponds, for example, to the LSV or FRO models.) Here the worst-
case loss function reads

Lywe(r,k)= max [vTr — vTv/Q + m||v||2]
v, |[v]leo <1

T T
= m — 2 .
U,OS%;;I [U |’I”‘ v ’U/ T KHU"?]

We proceed with a change of variables v; = /v;, 1 < i < m, which yields a
concave maximization problem:

Lye(r,k) = max Z[\n\\/l/j— vi/2] + K

v:0<r<1

Expressing the second term as

and applying duality, we obtain:

. KZQ - VI(A — 1)
1) = g, i | 53+ 2 IV =5
- T - =1
, KN — ( -1
20 0<p21 {2 + 2_:1 [lhl it }

where

& = t<u
= = 2p =M
H(t.1) = ja [' i) = [

Note that H (t, p) is a convex in ¢, 1 extension of the Huber function H (¢, z) (orig-
inally defined only for u > 0) to the entire space of variables ¢, .
We conclude that in the case in question (12.2.25) can be represented by the

system
mo 2 42 b
S A w10+ PR < a2

of explicit convex constraints in variables 7, w, b, A.

It is interesting to compare the above formulation of the semi-infinite inequal-
ity (12.2.25) with that of the nominal inequality (that is, the one with p = 0); in
the latter, the second (the penalty) term is dropped, and then X is set to zero. Also,
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in practical applications, the nominal inequality is often modified as follows:
m
Y HR — e w — b, M) + al|w]|3/2 < 7,
i=1

where parameters M > 0 and a > 0 are chosen by the user, or via cross-validation.
The robust formulation perhaps provides guidance about the choice of these pa-
rameters, as well as for the norm used in the penalty.

12.3 AFFINE UNCERTAINTY MODELS

Up to now, we have considered robust counterparts to classification and regression
problems, using a certain class of models of perturbations. Our specific modeling
assumptions allowed us to end up with tractable robust counterparts.

For more general perturbations models, such exact answers are difficult to
obtain, and we must settle for upper bounds. In this section, we consider a class of
models where the uncertainty enters affinely in the problem’s data.

12.3.1 Norm-Bounded Affine Uncertainty Models

We assume that the set Z appearing in the Robust Counterpart (12.2.2) is of the
form 5
z - {Z<<> =22+ 3 0% Kl < p} , (12.3.1)
(=1
where Z; are given nxm matrices, and p € {1,2, co}. For simplicity, we assume that
the matrices Z, are all rank-one, and let Z, = uweT, with given vectors uy € R",

vy € R™. We define the matrices U := [uy,...,ur] € R"E V = [v,...,v1] €
RTTLXL.

Note that when V is the identity, the set Z has exactly the form we assumed
in (12.2.3), with D = {Diag{¢} : ||{|l, < 1}. However, this set does not satisfy
assumption A. Hence, the previous theory cannot be directly applied, even in the
case when V is the identity matrix.

Note that there are two cases of loss functions £(-) where we already know
how to handle the semi-infinite inequality (12.2.4), that is, the RC of the uncertain
constraint £(Z70) < 7, the uncertainty set being (12.3.1). These cases are as
follows:

POLYHEDRAL LOSS FUNCTION L(r) = max [a]7 + b,]
1<p<M

This case (in particular, the one with £(r) = ||r|lw) is nothing but the case of
uncertain system of affinely perturbed scalar linear inequalities, and here all results
of Part I are applicable. In particular, here (12.2.4) is computationally tractable
(since the uncertainty set (12.3.1) is so).
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THE CASE OF L(r) = |||

In this case, the uncertain constraint {£(Z70) < 7}zcz is nothing but an uncer-
tain affinely perturbed conic quadratic inequality with a certain right hand side,
so that the results of chapters 6, 7 are readily applicable. In particular, with the
specific perturbation model (12.3.1), the RC (12.2.4) of our uncertain inequality
admits tractable reformulation when p = 1 (scenario uncertainty, section 6.1) and
p = 2 (simple ellipsoidal uncertainty, section 6.3) and admits a safe tractable ap-
proximation, tight within the factor O(In(L)), when p = oo (section 7.2).

In the following, we intend to consider several other cases when the semi-
infinite inequality (12.2.4), the uncertainty set being (12.3.1), is tractable or admits
safe tractable approximations.

12.3.2 Pseudo Worst-Case Loss Function

With perturbation model (12.3.1), the worst-case realized loss function now reads

zez v GliCllp <1

max C(ZTH):maX{vTZTH—E*( )+ p max lZC o(uf 0)(v}v ] }

L 1/q
=max{ vT Z10 — L*(v) +p (Z lul 6]4 - vETU|q>

! =1
where 1/g+1/p = 1.
The semi-infinite constraint (12.2.4) now reads

max L(Z70) < r
ZEeZ
(12.3.2)

min { Lowe([Z%70,K) : ke > plulf], 1 <L < L} <,

where Lowe(r, ) : R™ x RY — R is the convex function

1/q
anm v|q]

:mi?x{’UTT—,C*( )+||VT ” }
:mgax {Lr+V(x)E) : Il < 1},

Lowe(r, k)= max vTr — L% (v

where

V (k) := [k1v1,. .., kpvg] € R™*E
We refer to L,y as the pseudo worst-case loss function, as it depends on prob-
lem data through vectors vy, £ = 1,...,l. Observe how the above expression is
an extension extends that one found for norm-bound additive models (12.2.18).
Note that same as in the previous section, all we need in order to robustify an
uncertain classification/regression problem is a tractable representation (or at least
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a safe tractable approximation) of the associated semi-infinite inequality (12.3.2)
(or, which is the same, efficient computability of Lpwe, or at least an efficiently
computable convex upper bound on this function).

12.3.3 Main Results
THE CASE OF p=1

In this case (12.3.2) admits a tractable reformulation, cf. section 6.1. Indeed, when
p =1, we have ¢ = 0o, and we can further express function L. as

v

Lpwe(r, k) = max {UTT — L*(v) + max, /ﬁg|vZTv}
_ T, _ px* T
= lnax max {v"r — L£*(v) + Kelvg v] }

_ T —_r* t T
s s 07 = £ + )

= max max L(r + trkevy)
1<e<L Jt|<1

= L(r— L .
max max [L(r — keve), L(r + Kevy))
The semi-infinite inequality (12.3.2) now becomes an explicit convex inequal-
ity

n T T mTpy T < T
max max [L([Z°176 + plug lve), L([Z2°]70 — plug Olve)] < 7

THE CASE OF p = 2, HINGE LOSS

In contrast with the case of p = 1, the case p = 2 is computationally hard in general.
Instead of proceeding in full generality, let us now specialize our problem to have
the SVM (hinge) loss.

For the hinge loss, the function £,y defined above reads

Lonelr, 5) = gmax (o7 + V()T 0]2}.

Computing the above quantity is NP-hard. Writing

A 1
< T AL LT 2 3.
Conelro) < fuf, o7+ 5+ VT (ol (1233)
we can now produce a safe tractable approximation, based on semidefinite relax-
ation, of (12.3.2), specifically, as follows. In (12.3.3), the domain of maximization
in v can be represented by a system of quadratic inequalities fo(v) := v% — vy <0,
¢=1,...,m. With A > 0 in (12.3.3) fixed, let nonnegative 1, ..., tt;, be such that
1

A m
Yo e R™:vTr 4 5 + ﬁHV(H)TUHg < L,_Zleé(U) + 73 (12.3.4)
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since the right hand side in this inequality on the box 0 < v < 11is < 7, (12.34)
implies that Lpwe(r, k) < 7. On the other hand, the condition (12.3.4) says merely
that a certain quadratic form v” Av + 2b7v + ¢ is everywhere nonnegative, which

is the case if and only if [ l;;{ i ] = 0. The latter condition, with A, b, ¢ coming
from (12.3.4), reads

[Dins{u) 25 eV i+ ],
—%[7’ + 1) ‘ T — % -
which, by the Schur Complement Lemma, is equivalent to
Diag{u} | ~3lr+1] | V(»)
—r+17 ] -2 > 0.
VT(k) 20,

Invoking (12.3.2), we arrive at the following result:

Proposition 12.3.1. The system of explicit convex constraints

Diag{p1,. .., ,umj}; —2 270+ 1] | V()
—1 [[Zﬂfe + 1] T— 3% =0 (12.3.5)
VI(k) 201,

plulf] < ke, 1<L<L

in variables 0, k, i, A is a safe tractable approximation of the semi-infinite constraint
(12.3.2) in the case of affine uncertainty (12.3.1) with p = 2.

THE CASE OF p = 00, HINGE LOSS

For the hinge loss, the function L. defined above reads

vla}-

Again, computing this quantity is NP-hard, but we can bound it via the same

Lpwe(T, /i)—omax {oTr 4+ |V (k)

scheme as in the case of p = 2. Specifically, given a positive vector A € RY, we have

{v r+z[& >”

Applying semidefinite relaxation in exactly the same fashion as when deriving

T
“e (vg

ﬁpwc(ra 2Ag

k) < max
0<v<1

Proposition 12.3.1, we arrive at the following result:

Proposition 12.3.2. The system of explicit convex constraints

Diag{jm..... ftm } —5 20 +1] | V(x)
—3 12770+ 1] | 753, =0
VT (k) Z 2Diag{\} (12:3.6)

p|ug0|§/€g, 1<¢<L

in variables 0, k, 4, A is a safe tractable approximation of the semi-infinite constraint
(12.3.2) in the case of affine uncertainty (12.3.1) with p = cc.
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12.3.4 Globalized Robust Counterparts
PROBLEM DEFINITION

In this section, we consider a variation on the approach taken up to now, based on
the notion of Globalized Robust Counterparts developed in chapters 3, 11. Instead
of the semi-infinite inequality (12.2.4), which is the Robust Counterpart of the
uncertain constraint {£(Z70) < 7}zcz, we address the GRC of this uncertain
constraint, that is, the semi-infinite constraint

VZ: L(ZT0) < 7+ adist(Z, 2), (12.3.7)

where o > 0 is given. The interpretation of the constraint in the above is as
follows. Our model now allows for perturbed matrices Z to take values outside
their normal range Z. However, we seek to control the resulting degradation in
the loss function: the further away Z is from the set Z, the more degradation we
tolerate. The parameter a controls the “rate” of the degradation in the value of
the loss function.

To illustrate this approach, we consider two examples of loss functions; in
both these examples, Z is just the singleton of the nominal data.

EXAMPLE: L(r) = 7|

Let the loss function be £(r) = ||r||s. We assume also that Z = {Z"}, and that the
norm in the space R"*™ 3 Z that underlies the distance in the right hand side of
(12.3.7) is the largest singular value norm || - ||. With these assumptions, (12.3.7)
becomes the semi-infinite inequality

VA [(Z™+ A)T0)|s < 7+ aA|.
Setting Q = {r : |[r]|ls < 7}, the latter relation is nothing but the semi-infinite

constraint
VA s disty, (27 + A)70,Q) < al|A] (12.3.8)
which, according to Definition 11.1.5, is indeed the GRC of the uncertain constraint
(Z*+ AT e Q,

the data perturbation being A, in the case when the normal range of the perturba-
tion is the origin in R™*™  the cone participating in the perturbation structure is
the entire R™*™, and the norms in the spaces where Q and A live are specified as
|| - |ls and the LSV norm || - ||, respectively. Invoking Proposition 11.3.3, the GRC
(12.3.8) can be represented by the constraints

(a) [z"]"0lls <7

() [|ATOs < a V(A A <1).
The semi-infinite constraint (b) is easy to process. Indeed, the image of the LSV
ball {||A|| < 1} under the mapping A — AT# is exactly the Euclidean ball {w &

(12.3.9)
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R™ : |Jwl|l2 < [|0]|2}, and the maximum of the || -||s-norm on the latter ball is x||0]|2,
where

T 1<s<
X:x(m,s):{m2 =852 (12.3.10)

We have arrived at the following

Proposition 12.3.3. When £(:) = || - ||s, the GRC (12.3.7) of the uncertain
inequality £(Z70) < 7 can be represented by the system of explicit convex con-

straints -
(@) [[[Z2*]70]s <7

(0)  x(m,s)[|f]ls <«
in variables 0, with x(m, s) given by (12.3.10).

(12.3.11)

EXAMPLE: THE HINGE LOSS FUNCTION

Now let £(r) = Y7 | [ri]+. As above, we assume that Z = {Z"} and that the norm
underlying the distance in the right hand side of (12.3.7) is the LSV norm || - ||.
Here (12.3.7) reads

VA € RM™ Z (2176 + A70),], <7 +a|Al,

i=1

or, which is the same

Ms

VA € R™™ : max (1Zz""6 + ATH), J = T0] <allAll (12.3.12)
i=1

Observing that max[) . [r;]; — 7,0] is nothing but the distance, induced by the

|| - ||i-norm, from r to the closed convex set Q = {r € R™ : 3 .[r;]+ < 7}, (12.3.12)

is nothing but the semi-infinite constraint
VA € R™™ :disty., ([2" + A]70,Q) < af|Al;

same as in the previous example, this is nothing but the GRC, as defined in section
11.1, of the uncertain inclusion [Z® + A]T0 € Q, the normal range of the pertur-
bation A being the origin in the space R™*™ the cone in the perturbation space
being the entire R™*™ and the norms in the space where Q and A live being || - ||1
and the LSV norm || - ||, respectively. Invoking Proposition 11.3.3, the GRC can be
represented by the constraints

(@) ¥, [(1276)], <~
(b) disty., (AT, R™) < a V(A : |A] < 1)

(we have taken into account that the recessive cone of Q is the nonpositive orthant
R™). Applying exactly the same argument as in the previous Example, we can

rewrite (b) equivalently as
vml|f]|2 < .

We have arrived at the following result:

(12.3.13)
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Proposition 12.3.4. When L(r) = )_,[r;]+, the GRC (12.3.7) of the uncer-
tain inequality £(Z76) < 7 can be represented by the system of explicit convex

constraints (a) Zm [([ZD]TQ)A] <7
=1 iy >
(b) vm|f|2 < a (12.3.14)

in variables 6.

We observe that the GRC approach leads directly to a loss function mini-
mization problem with constraint on the size of the variable 6.

12.4 RANDOM AFFINE UNCERTAINTY MODELS

We now examine a variation on robust classification and regression problems, where
the perturbation affecting the data is random.

12.4.1 Problem Formulations
RANDOM AFFINE UNCERTAINTY

As in the previous section, we assume that the perturbation enters affinely in the
data. Precisely, the data matrix Z is assumed to be an affine function of a random
vector ¢ € R:

L
Ze=2" 4 Gy, (12.4.1)
=1
where uy, € R™, v, € R™ are given vectors. Here, we assume that its distribution
of the random vector ( is only known to belong to a given class II of distributions
on RY. (We will be more specific about our modeling assumptions shortly.)

ROBUST COUNTERPARTS

There are two kinds of robust counterparts that naturally arise in the context of loss
function minimization with random perturbations. One processes the worst-case
(over the class IT) expected loss, and the other handles the (worst-case) probability
of the loss being larger than a target.

A first formulation, which we call worst-case expected loss minimization, fo-
cuses on robust, w.r.t. II, upper bounding of the expected loss function, i.e., on the

constraint
max E{L(Zl0)} <, (12.4.2)
mE

where E, denotes the expected value with respect to distribution m € II of the
random variable (.

The above approach has no concern on the “spread” of the values of the
realized loss around its mean. This motivates us to study robust bounding, called
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guaranteed loss-at-risk bounding, of the loss function posed as the constraint
Prob. {£(2}0) > 1} < 12.4.
max Pro {c(zlo) > 7} <e, ( 3)

where the “risk level” € € (0,1) is given, and Prob, is the probability taken with
respect to w. If € is set to be very small in the above for a given value of 7, then
with high probability the loss is smaller than 7, irrespective of which distribution
7 € II the random perturbation obeys. Of course, there is a trade-off between how
small we can guarantee the loss to be (measured via 7), and the level of certainty
as set by €. Note that (12.4.3) is what was called an ambiguous chance constraint
in chapters 2, 4, 10. The new, as compared with what we did in these chapters, as-
pect of the situation is that we are not speaking directly about linear/conic chance
constraints: the randomly perturbed data are now inside a nonlinear loss function.
However, we can still use the techniques from chapters 2, 4, 10 for straightforward
processing of (12.4.3) in at least the following two cases (where the rank 1 matrices
ugvlf can be replaced with arbitrary given matrices Z):

o L(r) = 1r£1ia<xl[aiTr + b;] is a piecewise linear convex function given by the list of

its linear pi_e(;es; what is applicable in this case, are the results of chapters 2, 4 on
chance constrained scalar linear inequalities, and the results of section 10.4.1 on
chance constrained systems of linear inequalities;

e L(r) = ||r|l2- This case is covered by the results of chapters 10 on chance con-
strained conic quadratic inequalities.

In contrast to guaranteed loss-at-risk bounding, the problem of worst-case
expected loss minimization is completely new for us, and this is the problem we
intend to focus on in the rest of this section.

12.4.2 Moment Constraints
THREE CLASSES OF DISTRIBUTIONS

We consider three specific sets of allowable distributions II.

The first class, denoted by Ils, is the set of distributions with given first- and
second-order moments. Without loss of generality, we may assume that the mean
is zero, and the covariance matrix is the identity.

The second class, denoted by Il.,, is the set of distributions with given first
moment, and given variances. Again, without loss of generality we assume that the
mean is zero, and the variances are all equal to one. A norm-bound counterpart to
this model is given by (12.3.1), with p = co.

The last class is defined as the set of distributions with zero mean and total
variance equal to one. This class, denoted by Il in the following, can be described
as the stochastic counterpart to the norm-bound model (12.3.1), with p = 2.
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To the class II, we associate a subspace Q of matrices Q € S” such that for
every w € II, and every Q € Q, we have

E-{¢TQ¢} = Tr(Q).

When II = Ils, the corresponding set Q is simply the entire space of L X L sym-
metric matrices; when II = Il, it is the set of L x L diagonal matrices; and when
II = Il;yt, it reduces to the set of scaled versions of the L x L identity matrix.

WORST-CASE EXPECTED LOSS MINIMIZATION

From the definition of the set Q, for every Q € Q, ¢ € R and ¢ € R, the condition
T

RL : | S Q@ a i1 ¢y pgr 12.4.4

veert o |[S] [ 2 48| oo (12.4.0)

implies that Tr(Q) + ¢ is an upper bound on the worst-case expected loss. (This
is readily seen by taking expectations on both sides of the above.) Thus, we may
compute an upper bound on the worst-case expected loss by minimizing Tr(Q) + ¢
subject to the condition above, with ) € Q, ¢,t the variables.

Standard results from duality theory for moment problems imply that the
bound we compute this way is actually tight. Thus:

Tyl . it
max E, {ﬁ(ZC 9)} = legu,lq,t {Tr(Q) +t: t,q,Q satisfy (12.4.4)}

— min {Tr t:Y(C eRL y e R™)
leég,t{ (Q)+1t:v(¢ v )

HEERINE

Eliminating the variable ( from the quadratic constraint above leads to

ma E{L(ZF0)} = Lywc([27]70,UT0),

> 0T [Z0T0 — L£*(v) + eé Co(uf0)(vfv)}.

where U = [uy,...,ur] and Lpye : R™ x RF — R is the pseudo worst-case loss
function associated with our problem:

Lowe(T, K)

o . Q | ¢— vT(kw

o leglg,t {Tr(Q) Tt [ gl — L0TV(k) | t— fqur + L*(v) } =0 V”}
Qrggl,q{ (Q)

+max [vTr = L*(v) 4+ (¢ — VT (k)0)TQ (g — VT (k)v)] : Q = 0}

with V (k) := [k1v1, ..., kLvL], as before. Consequently, the constraint of interest

(12.4.2) writes
Lowe([2776,U70) <, (12.4.5)

and all we need in order to handle it (or its safe approximation) efficiently is the
ability to compute efficiently the convex function Lpwe(+, ) (or a convex upper bound
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on this function). While computing £, can be NP-hard in general, this task is
tractable in a variety of cases, ranging from Huber regression to ¢;-regression [39].

EXAMPLE: HINGE LOSS

To illustrate the point, we focus on the case of SVMs (hinge loss). The pseudo
worst-case loss function here reads

Loelr ) = int {T5(Q)
4+ max {UT’/‘ + (¢ — %VT(R)U)TQ’l(q — %VT(I'{)’U)} Qe Q,Q ~ 0}.

0:0<v<1
The inner maximum is NP-hard to compute in general. However, we can build its
efficiently computable upper bound via semidefinite relaxation, completely similar
to what we did in section 12.3.3 when deriving (12.3.5) and (12.3.6). The result
now is as follows:

Proposition 12.4.1. The system of explicit convex constraints

Dlag{:ulva,u“m} _%[ZH]TQ %V(K/)
—LgTzn T —q7 =0
2 - 12.4.6
VTR | @ (12:46)

ke=ul0,0=1,...,L,Q€Q

in variables 7,0,Q,q, k,u is a safe tractable approximation of the constraint of
interest (12.4.2).

12.4.3 Bernstein Approximation for Independent Perturbations

We now illustrate how the Bernstein bound from chapter 4 can be used in the case
when the random perturbations (i, ...,(r in (12.4.1) are independent. In fact, we
use below a slightly more general perturbation model

L
Ze=2"+Y G (12.4.7)
=1
the difference with (12.4.1) is that now we do not require Z; to be of rank 1.
We assume that the loss function satisfies assumption L, see p. 311. Moreover,
we assume that the class of allowable distributions II of the perturbation vector
¢ € R” is of the form IT = P; x ... x Py, where P, is a given set of distributions
on the real axis, 1 < ¢ < L.

12.4.3.1 Worst-case expected hinge loss

Consider the case when £(r) = > | [r;]+ and we want to bound the corresponding
expected loss from above, in a fashion that is robust with respect to the distribution
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m € II. Thus, we are interested in a safe tractable approximation of the inequality

m

sup E Z

TeEP i—1 n

Let aio(0) := el'[Z"70, a;p(0) == el Z]0,i=1,...,m, £ =1,...,L, and let

<7, (12.4.8)

L
el'1Z770 + Z CelZzTo
=1

L L
51',6 = elT[Zﬂ + Z C[ZE]TH = aio(ﬂ) —+ Z Cgai£(9)7 1= ]_, Lo, m.
=1 £=1

so that (12.4.8) reads

sup E {Z [§i79]+} <7

TeP

We now apply a sort of Bernstein approximation. Specifically, we have exp{s} >
emax][s, 0] for all s. Thus, whenever 3 > 0, we have Sexp{s/f} > emax]s, 0] for all

s. Thus, whenever a = (a1, ..., ) > 0, we have max[¢; 9, 0] < e oy exp{&i o/}
Exploiting the fact that a distribution 7 € II is a product @ = m; X ... X 7, we
obtain that for every ¢ = 1,...,m:

E¢r{max[&ip, 0]} < Gi(ai,0) = e 'a;E¢r {exp{&io/ai}}
L

= e tajexp{aio()/a;} [T G¥(v, ),
(=1

where _

G;-E(O‘iv 9) = E¢~p, {exp{aié(e)CZ/ai}} :
The function F(w) = E¢or{exp{wo + Zle weCe}} is convex in w, whence the
function H,(a,w) = aFy(w/a) is convex in (o > 0,w). It follows that G% (c, 0) is
convex in (a; > 0,0), since this function is obtained from H, by affine substitution
of argument (look what &; ¢ is and note that a;¢(8), 0 < £ < L, are linear in ). It
follows that the function

L
G'(a;,0) = sup Gi(a;,0) = e tayexplain(8)/a;} ] Giela, 0),
well =1

Gie(ai,0) = supr,ep, Benp, {oxplaie(0)Ce/ai}}
is convex in (o, #) when a; > 0 as well.

The approach leads to a tractable approximation in the case when we can
compute the functions Gi¢(a;,0) (as is the case in examples presented in section
2.4.2), since then G*(o;, 0) is efficiently computable. Whenever this is the case, the

tractable convex constraint
m

inf  G'(ay,0) <7 (12.4.9)
a>0
i=1
is a safe tractable approximation of (12.4.8). Note that this is a “double con-
servative” bounding, one source of conservatism is the Bernstein approximation
per se, and another source of conservatism is that this approximation is ap-
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plied termwise, we just sum up the optimal Bernstein bounds for the quantities
SUDrern ECNT" {[£i79]+}7 1 < { <m.

12.5 EXERCISES

Exercise 12.1. [Implementation errors] Consider the separability condi-
tion (12.1.1). Now assume that the classifier vector w is not implemented exactly,
but with some relative error dw, which we assume to be such that ||[dw]|s < p|lw]|2,
where p > 0. Formulate the corresponding robust separability condition. How
would you find the classifier that is maximally robust with respect to such imple-
mentation errors?

Exercise 12.2. Show that the sets defined as COM satisfy condition A, for
appropriate choice of the functions ¢ and .

Exercise 12.3. [Label uncertainty] We start with the minimization problem
involving the hinge loss function (see (12.1.4), (12.1.5)):

i 1 — vy (wlz:
%?Z;[ yi(wlz; + b))y,

where the notation is the same as in Section 12.1.1. We consider the case when the
data points x;, i = 1,...,m, are exactly known, but the label vector y € {—1,1}™
is only partially known.

i) First we consider the case when a subset of the labels is completely unknown.
(This situation is sometimes referred to as semi-supervised learning.) To
model this situation, we assume that there is a partition of {1,...,m} into
two disjoint subsets Z,J, with Z (resp. J) the set of indices correspond-
ing to known (resp. unknown) labels. Formulate the corresponding robust
counterpart as a linear optimization problem.

i1) In some situations, it is possible that some labels are given the wrong sign.
We assume that a subset J C {1,...,m} of cardinality k& has the corre-
sponding labels switched in sign. Again, formulate the corresponding robust
counterpart as a linear optimization problem.

Exercise 12.4. [Robust SVM with boolean data] Many classification prob-
lems, such as those involving co-occurrence data in text documents, involve boolean
data. The classical SVM implicitly assumes (say) spherical uncertainty, which may
not be consistent with the fact that the process generating the data is such that it
is boolean. In this exercise, we explore the idea of robust SVM with uncertainty
models that preserve the boolean nature of the perturbed data. We thus consider
the problem described in Section 12.1, where the data matrix X = [x1,...,2Zn] is
boolean. Throughout, we assume that the perturbation affecting the data points is
measurement-wise.

i) In a first approach, we assume that each measurement is subject to an additive
perturbation: x; — x; + §;, where ¢; € {—1,0,1}", and ||6;]|1 < k, where k is
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given. Hence the number of changes in the data is constrained by k. Note that
our model allows for changes from 0 to —1, or 1 to 2, which is not consistent
with our boolean assumption, and might lead to conservative results. Form
the robust counterpart for this uncertainty model.

i1) A more realistic model, which does preserve the boolean nature of the per-
turbed data, involves allowing for “flips” in the data, but constraining the
total number of flips per measurement. Thus, we impose 0; € {—z;, —x; + 1}
for each 4. Indeed, this means that if x;(j) = 0, then 6;(j) can only take the
value 0 or 1; if x;(j) = 1, then 6;(j) can only take the value 0 or —1. We
still constrain the total number of flips per measurement, with the constraint
l6:h < k, where k is given. Again, form the robust counterpart for this
uncertainty model.

Exercise 12.5. [Uncertainty in a future data point] In this problem, we con-
sider a classification problem with a hinge loss function, involving m data points
Z1,...,Ty, and their associated label yi,...,y,. We now add a new data point
Tm+1 and label y,,11 to the training set, which are not completely known. Pre-
cisely, all we know about the new data pair (2,41, Ym+1) is that x,,+1 will be close
to one of the previous points x;, i = 1,...,m, and will have the same label. We
assume further that || — ;]2 < p for some ¢ = 1,...,m. Our goal is to design a
classifier that is robust with respect to uncertainty in the new data point. Express
the corresponding robust counterpart as a second-order cone optimization problem.

12.6 NOTES AND REMARKS

NR 12.1. A number of authors have studied machine learning problems from
the point of view of robust optimization, mostly with a focus on supervised learning.
Early work focused on least-squares regression [49].

On the topic of robust classification, prior work has focused mostly on
measurement-wise uncertainty models. An approach to binary classification based
on modeling each class as partially known distributions was introduced in [54].
Support vector machines with interval uncertainty (and their connections to sparse
classification) are studied in [51], while the case with ellipsoidal uncertainty on the
data points has been introduced and applied in a biology context in [29]. The
approach has been further developed in [105]. Related work includes [114].

To our knowledge, the results in this chapter pertaining to uncertainties that
couple measurements are new. Caramanis and co-authors [116] and Bertsimas
and Fertis [28] both independently developed a theory that recovers some of these
results.

NR 12.2. The term “robust statistics” is generally used to refer to methods
that nicely handle (reject) outliers in data. A standard reference on the topic is
Huber’s book [65]. As said in the Preface, a precise and rigorous connection with
robust optimization remains to be made. It is our belief that the two approaches
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are radically different, even contradictory, in nature: rejecting outliers is akin to
discarding data points that yield large values of the loss function, while robust
optimization takes into account all the data points and focuses on those that do
result in large losses.

To make this discussion a little more precise, consider the case of a classifi-
cation problem with hinge loss, with data points z; € R™, and label y; € {—1,1},
i =1,...,m. In a robust statistics approach, we would look for a classifier that
only takes into account the “best” k (k < m) points, from the standpoint of the
considered hinge loss. The problem can be formulated as

m
i i 8l —ys(wTa; +b
U 2 ol mwlee Ol
1=
where D = {§ € {0,1}™ : Y7 §; = k}. The above amounts to find a classifier
that is optimal for the best k points. This is a non-convex problem.

In contrast, a robust optimization approach would seek a classifier that is
optimal for the worst k points:
m
min ma 81 —yi(wla; +b
wib GeD 4 - il —w(w iz + )l
i—

which is a convex problem.
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Chapter Thirteen

Robust Markov Decision Processes

This chapter is devoted to a robust dynamical decision making problem involving
a finite-state, finite-action stochastic system. The system’s dynamics is described
by state transition probability distributions, which we assume to be uncertain and
varying in a given uncertainty set. At each time period, nature is playing against
the decision-maker, by picking at will transition distributions within their ranges.
The goal of the robust decision making is to minimize the worst-case expected value
of a given cost function, where “worst-case” is with respect to the considered class
of policies of nature. We show that when the cardinalities of the (finite!) state
and action spaces are moderate, the problem can be solved in a computationally
tractable fashion using an extension to Bellman’s famous Dynamic Programming
algorithm, which requires the solution of a convex optimization problem at each
step. We illustrate the approach on a path planning problem arising in aircraft
routing through random weather conditions.

13.1 MARKOV DECISION PROCESSES
13.1.1 The Nominal Control Problems

Markov decision processes (MDPs) are used to model the random behavior of a
dynamical system, based on the assumption that the state of the system, as well as
the possible control actions, belong to given finite collections. Due to the great ver-
satility of these models, MDPs are increasingly ubiquitous in applications, including
finance, system biology, communications engineering, and so on.

MDP models are described in terms of state transition probabilities, which
inform us on the probabilities of transition from a given state to another, conditional
on a particular control action. The goal of the corresponding decision making
problem, which will be our nominal problem in this chapter, is to minimize the
expected value of a given cost function, which is itself described by a finite set
of values assigned to each state-control pair. The nominal problem comes in two
flavors, depending on whether the horizon (decision span) of the problem is finite
or infinite.

Let us define the finite-horizon nominal problem more precisely. We consider
a Markov decision process with finite state and finite action sets, and finite decision
horizon 7 = {0,1,2,..., N — 1}. At each time period, the system occupies a state
it € X, where n = |X| is finite, and a decision maker is allowed to choose an
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action a deterministically from a finite set of allowable actions A = {ay,...,am}
(for notational simplicity we assume that A is not state-dependent). The states
make random, Markovian transitions according to a collection of (possibly time-
dependent) transition probability distributions 7 := {p{, : a € At € T,i € X},
where for every a € A, t € T, i € X the vector pf, = [p&(1);...;p%(n)] € R”
contains the probabilities pf;(j) of transition under control action a at stage ¢ from
state i € X to state j € X. We refer to a collection 7 of the outlined structure as
to nature’s policy. In addition, we assume that the probability distribution ¢g of
the states at time ¢ = 0 is given. We denote by u = (uo(-),...,un—1(-)) a generic
control policy, where u;(-) : X — A is the decision rule at time ¢t € 7, so that the
control action at this time, the state of the system being ¢ € X, is u;(¢). We denote
by II = A"V the corresponding strategy space.

We denote by c:(i, a) the cost corresponding to state i € X’ and action a € A
at time ¢ € T, and by ¢y (7) the cost function at the terminal stage. We assume
that c:(7,a) is finite for every t € 7,7 € X and a € A.

We are ready to define Cy(u, 7), the expected total cost under control policy
u and nature’s policy 7 = {pf, :a € At € T,i € X'}:

N—-1
Cn(u,7):=E <Z ce(ig, ug (i) + CN(@'N)> , (13.1.1)

t=0

with i; the (random) state at time ¢ corresponding to w, 7.

For a given collection 7, and a given initial state distribution vector, ¢, we
define the finite-horizon nominal problem by

on(IL,7) := Lnellril Cn(u, ). (13.1.2)

A special case of interest is when the expected total cost function bears the
form (13.1.1), where the terminal cost is zero, and c;(i,a) = vc(i,a), with (i, a)
now a time-invariant cost function, which we assume finite everywhere, and v €
(0,1) is a discount factor. We refer to this function as the discounted cost function.
With such a function, one can pose the corresponding infinite-horizon nominal
problem, where N — oo in (13.1.1).

Example 13.1.1. (Aircraft path planning problem) We consider the problem
of routing an aircraft whose path is obstructed by stochastic obstacles, representing storms
or other severe weather disturbances. The goal of the stochastic decision-making problem
is to route (say, one) aircraft from a given originating city, in order to minimize the
expected value of the fuel consumption required to reach a given destination. To model this
problem as an MDP, we first discretize the entire airspace, using a simple two-dimensional
grid (ignoring the third dimension to simplify). Some nodes in the grid correspond to
positions of likely storms or obstacles. The state vector comprises the current position
of the aircraft on the grid, as well as the current states (from severe, mild, to absent) of
each storm. The action in the MDP corresponds to the choice of nodes to fly towards,
from any given node. There are k obstacles, associated to a Markov chain with a 3% x 3%
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transition matrix, according to the number of possible states of an obstacle. The size of
the transition matrix data for the routing problem is thus of the order 3* N, where N is

the number of nodes in the grid.

13.1.2 Solving the Nominal Problems

According to the above setup, for a given control policy encoded in u =
(uo(+),...,un—1(+)) € Il and a given nature policy 7 = {p%, : a € A,t € T,i € X},
the system’s random behavior is described by the deterministic system

a1() = > o (Nali), jeX teT, (13.1.3)

i€EX
where ¢; = [¢:(1);...;q:(n)] € R™ is the distribution, associated with u, 7, of the
states at time ¢ € 7, and qq is the initial distribution of states. The total expected

cost then is
Cn(u,7) = Z Z 1 (1) e (i, ue (7)) + ghen. (13.1.4)
teT ieX

The following theorem shows how to compute the expected cost (13.1.1), for
a given control policy u = (ug(+),...,un—1(:)).

Theorem 13.1.2. [LO representation of finite-horizon expected cost] The ex-
pected cost (13.1.1), the control policy being u = {u(-) }+er and the nature policy
being 7 = {p%, : a € A,t € T,i € X}, is the optimal value in the Linear Optimiza-
tion problem

on(um) =, max {gfvo: v < aliu@d) + o G ),

By ON 1 (13.1.5)
ieX teT},

where vy = ¢y .

In the above, the vectors vj optimal for the LO problem (13.1.5) represent
the expected costs-to-go from a particular state and time.

The result can be leveraged to a LO solution to the finite-horizon nominal
problem.

Theorem 13.1.3. [LO representation of finite-horizon nominal problem] For
a fixed nature policy 7 = {p%, : a« € A,t € T,i € X}, the finite-horizon nominal
problem (13.1.2) can be solved as the linear optimization problem

oyILr) =, max {qfvo s (D) < min elia) + 2pl O (o)

V05, UN—1

VieX,teT},
(13.1.6)
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where v(7) is i-th coordinate of v;. A corresponding optimal control policy u* =
(ug(+), ..., ui_1(+)) is obtained by setting

uj (i) € argmin § ¢(i,a) + Y p(j)vera(j) p.i € Xt €T, (13.1.7)
acA -
J
where the vectors vy, ...,vy_1 are optimal for the LO (13.1.6).

Here, the entries in the vectors v} optimal for the LO (13.1.6) can be inter-
preted as optimal expected costs-to-go from a particular state and time, and are
also referred to collectively as the value function. The celebrated Dynamic Pro-
gramming algorithm, due to Bellman (1953), is based on a recursion providing a
solution to the LO (13.1.6) .

Theorem 13.1.4. [Dynamic Programming algorithm] The nominal problem
can be solved via the backward recursion

vi(i) = min ct(i,a)—l—pri(j)th(j) Li€eX, t=N—-1,N=2,...,0, (13.1.8)
J

initiated with vy = ¢y. Here v.(4) is the optimal value function in state ¢ at stage
t. The corresponding optimal control policy is obtained via (13.1.7).

Bellman’s Dynamic Programming algorithm complexity is O(nmN) arith-
metic operations in the finite-horizon case.

13.1.3 The Curse of Uncertainty

For systems with moderate number of state and controls, the Bellman recursion pro-
vides an attractive and elegant solution, which has earned the algorithm a place in
the pantheon of the top algorithms of the twentieth century. The application of the
Dynamic Programming algorithm remains challenging for larger-scale systems, due
to the famous “curse of dimensionality”: in many applications, such as illustrated
by Example 13.1.1, the states correspond to a discretization of several real-valued
variables, representing position for example, and their number grows exponentially
with the number of such real-valued variables. This curse is well-studied and makes
the MDP field a very active area of research.

In this chapter, we explore a different “curse” associated with MDP mod-
els: the curse of uncertainty. As we will see, this curse may be present, but, in
contrast with its earlier cousin the curse of dimensionality, it can be cured in a
computationally tractable fashion.

The curse of uncertainty refers to the fact that optimal solutions to Markov
decision problems may be very sensitive with respect to the state transition prob-
abilities. In many practical problems, the estimation of these probabilities is far
from being accurate, and represents a tremendous challenge, often complicated by
the time-varying (non-stationary) nature of the system. Hence, estimation errors



ROBUST MARKOQOV DECISION PROCESSES 345

are limiting factors in applying Markov decision processes to real-world problems.
This motivates us to examine Robust Counterparts to problem (13.1.2), and gives
us an example of a problem originally formulated as a stochastic control problem,
with an added layer of uncertainty, in the state distributions.

13.2 THE ROBUST MDP PROBLEMS

In this section, we address the curse of uncertainty by assuming that the second
player, which we refer to as nature, is allowed to change the transition probability
distributions within prescribed bounds, and seek a control policy that is robust
against the action of nature.

13.2.1 Uncertainty Models

We assume that for each action a, time ¢, and state i the corresponding transition

probability distribution pf;, chosen by nature is only known to lie in some given

subset Pj; of the set of probability distributions on X’; the latter is nothing but the

standard simplex A, = {p = [p(1);...;p(n)] € R%} : 37, p(j) = 1}. Loosely speak-

ing, we can think of the sets Pj; as sets of confidence for the transition probability
a

distributions. Let us provide some specific examples of uncertainty sets Py;; when
presenting these examples, we skip the indices a, t, 1.

(a) The scenario model involves a finite collection of distributions:
P = Conv{p',...,p"},
where p®* € A,, s=1,...,k, are given. This is the case when P C A,, is a polytope
given by its vertices.

(b) The interval model assumes

P=Sp:p<p<p » p()=1y,
J
where P, p are given non-negative vectors in R (whose elements do not necessarily
sum to one), with p > p.

(c) The likelihood model has the form

P = Pp) i= {p €Ay Lip) = S qi) In(a(i) /p(a) < p} . (1321

i=1
where ¢ € A, is a fixed reference distribution (for instance, the maximum likelihood
estimate of the “true” transition distribution, the current time, state, and control
action being given) and p > 0 is the “uncertainty level.” Note that when p = 0, the
set P(p) becomes the singleton {q}. A slightly more general model in this category is
the Maximum A Posteriori (MAP) model, with L(p) replaced by L(p)—In(gprior (p)),

where gprior refers to an a priori density function of the parameter vector p. It is
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customary to choose the prior to be a Dirichlet distribution, the density of which
is of the form
Jorior(p) = K - [TIp()]™ ",
J

where o; > 1 are given, and K is a normalizing constant. Choosing o; = 1, for all
7, we recover the “non-informative prior,” which is the uniform distribution on the
n-dimensional simplex, in which case the MAP model, up to a shift in p, reduces
to the likelihood model.

(d) The entropy model is

n

P(p) == (P € An: Dlplla) ==Y p(j) n(p(j)/a(i) < p ¢,

j=1

so that D(p||q) is the Kullback-Leibler divergence between distribution p and a
reference distribution ¢ € A,,. Here again p > 0 is the uncertainty level. This model
mirrors the likelihood model; the latter is obtained from the former by exchanging
the roles of p and ¢ in the expression for the divergence.

(e) The ellipsoidal model has the form
Pp)={peldn:(p—q)"H(p—q) <p*},
where g € A,, and H > 0 are given.

Example 13.2.1. [Building uncertainty models] Uncertainty models can be
derived from a controlled experiment starting from a state ¢ € X, in which we record
the number of transitions between state pairs. This way, we obtain vectors of empirical
transition frequencies qg; for each a € A. It turns out that these vectors are the maximum-
likelihood estimates of the true transition probability distributions. The corresponding
likelihood model is (13.2.1), with p being the parameter controlling the uncertainty set’s
size. Ellipsoidal models can then be derived by a second-order approximation to the log-
likelihood function, while interval models can be obtained by projections of the likelihood

uncertainty set on the coordinate axes.

The above models describe the bounds that are imposed on the transition
probability distributions. To fully describe the uncertainty model, we need to fur-
ther specify the ways the second player, nature, can change these distributions,
dynamically over time, or otherwise. In this regard, two uncertainty models are
possible, leading to two possible forms of finite-horizon robust control problems.

In a first model, referred to as the stationary uncertainty model, the transition
distributions p§; chosen by nature are independent of ¢, and thus are represented
by a two-index collection {p? : a € A,i € X'} chosen by the nature from a given
uncertainty set. In the second model, which we refer to as the time-varying uncer-
tainty model, we are given a collection {Pf. : a € A,t € T,i € X'} of subsets in
A,,, and nature can “at will” choose, for every time instant ¢, current state i and

a

current action a, the transition probability distribution pf; from the set Pf;. For
technical reasons, we assume the sets P, nonempty and closed. Each problem leads
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to a game between the decision maker and nature, where the decision maker seeks
to minimize the maximum expected cost, and with nature being the maximizing
player.

13.2.2 Robust Counterparts

Equipped with uncertainty models, we are ready to define our robust control prob-
lems more formally.

As above, a policy of nature is a specific collection 7 = {p{, :a € A, t € T,i €

X'} of time-dependent transition probability distributions chosen by nature. In the

non-stationary model, the set of admissible policies of nature is the entire direct

product 11 Pp. of given sets P C A,,. In the case of the stationary model,

a€ALET iEX

these policies are further restricted to have pf; independent of ¢ (in which case it

makes sense to assume that the sets P2 also are independent of ¢). The stationary
uncertainty model leads to the Robust Counterpart

Py— 3 a
¢n(Il) := min et Cn(p, {pi'})- (13.2.2)

In contrast, the time-varying uncertainty model leads to a relaxed version of the
above:
on(I) <Yy (M) := 211611111 {pg‘iePfinfreli)ifeT,ieX} Cn(u, {p%})- (13.2.3)
The first model is attractive for statistical reasons, as it is much easier to
develop statistically accurate sets of confidence when the underlying process is
time-invariant. Unfortunately, the resulting game (13.2.2) seems to be hard to
solve. The second model is attractive as one can solve the corresponding game
(13.2.3) using a variant of the Dynamic Programming algorithm seen later, but we
are left with a difficult task, that of estimating a meaningful set of confidence for
the time-varying distributions pf;.

In the finite-horizon case, we would like to use the first model of uncertainty,
where the transition probability distributions are time-invariant. This would allow
us to describe uncertainty in a statistically accurate way using likelihood or entropy
bounds. However, the associated Robust Counterpart problem “as it is” seems to be
too difficult computationally, and we pass to its safe approximation that is common
in Control, specifically, extend the time-invariant uncertainty to a time-varying one.
This means that we solve the second problem (13.2.3) as a safe approximation of
the problem of actual interest (13.2.2), using uncertainty sets P = P& derived
from the time-invariance assumption on the transition probabilities.

13.3 THE ROBUST BELLMAN RECURSION ON FINITE HORIZON

We consider the finite-horizon robust control problem defined in (13.2.3).
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The following theorem extends Bellman’s Dynamic Programming to the Ro-
bust Counterpart (13.2.3).

Theorem 13.3.1. [Robust Dynamic Programming] The Robust Counterpart
problem (13.2.3) can be solved via the backward recursion

) = mi 3 a; ] yp,ie X, t=N—-1,N-2,... (13.3.1
ve(i) = min 4 ¢ (i, a) + max Zp(])vt+1(1) i ( )
initialized by setting vy = c¢n. Here v(¢) is the minimum, w.r.t. control policies
over the horizon t,t+1,..., N —1, of the maximal, over the nature policies over the
same horizon, expected control cost, provided that at time t the controlled system
is at state 1.

A corresponding optimal control policy u* = (ug(+),...,uj_1(-)) is obtained
by setting
u} (i) € argmin { (i, a) + max Zp Do) p, i€eX, teT, (13.3.2)
acA PEPE;

and the corresponding worst-case nature policy is obtained by setting

pi; € argmax {pTvH_l ip € Ptaz} , 1€X, ace A, teT. (13.3.3)
pEPY,

The optimal value in (13.2.3) is
(N (H) = qgvo,

go being the initial distribution of states. Finally, the effect of uncertainty on a

given strategy u = (ug(-),...,un—1(+)) can be evaluated by the following backward
recursion
vi(i) = (i, w(i)+ max plof,, i€ X, t=N-1,N-2,...,0,
peput( @)
(13.3.4)

initialized with vy = cpn; this recursion provides the worst-case value function v*
for the strategy u.

Proof. The proof of (13.3.1) is given by the standard Dynamic Programming
reasoning. Let us define v4(7) as ¢y (i) for t = N and as the minimum, over control
policies on the time horizon ¢,t + 1,..., N — 1, of the worst-case expected control
cost over this time horizon, where the worst case is taken w.r.t. the policies of
nature over this horizon. Recalling the definition of qg, all we need to prove is
that the quantities v¢(¢) obey the recurrence in (13.3.1). The latter is readily given
by “backward induction” in t. Indeed, the base t = N is evident. To carry out
the induction step, assume that our recurrence holds true for ¢t > 7 4+ 1 and all
states, and let us verify that it holds true for every state ¢ at time 7 as well.
Indeed, denoting by a a candidate control action at this time and state, note that
nature can choose as the transition probability distribution from this state at this
time an arbitrary vector p € P2,. With this choice of nature, taking into account
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the Markovian property of the system, our expected losses over the time horizon
7,7+ 1,..., N — 1, according to the inductive hypothesis, will be

Cr(iva) + Zp(])v7+1(])
J
The worst value of this quantity, over nature’s choice at time ¢ in the state i, is

max cr(i,a) + Zp(j)vrﬂ(j) = ¢, (i,a) + max Zp(j)vrﬂ(j)-

Consequently, our minimal worst-case expected loss v, (i) over the time horizon
7,7+ 1,..., N — 1, the state at time 7 being ¢, is nothing but

min | ¢, —|—max§ p(J)vr+1(4) ¢,
acA -

as claimed in (13.3.1). Induction is completed.

The remaining statements of Theorem 13.3.1 are evident.

13.3.1 Tractability Issues

Assume that Pj; are computationally tractable convex sets, e.g., they are given by
explicit semidefinite representations. Then every time step of the backward recur-
sion in (13.3.1) requires solving Card(A)Card(X) = mn problems of maximizing
a given linear function over a set of the form Pg;. It follows that the overall com-
plexity of solving the Robust Counterpart is bounded by mnNC, where C is the
(maximal over a,t,4) complexity of maximizing a linear form over the computa-
tionally tractable convex set P;;. We conclude that the robust Bellman recursion
is computationally tractable, provided m,n, N are moderate.

Note also that in the proof of Theorem 13.3.1 we never used the convexity
of the sets P2 C A,, only the fact that they are nonempty and closed (the latter
makes all the required maxima attainable). Besides this, from the structure of
(13.3.1) we see that this recursion remains intact when the sets P are extended
to their convex hulls. As a result, the robust Bellman recursion is tractable when
the sets Py. are not necessary convex, but we are smart enough to represent their
convex hulls in a computationally tractable fashion (and, in addition, m,n, N are

moderate).

We are about to illustrate the above constructions and results numerically.

EXAMPLE 13.1.1 CONTINUED

Figure 13.1 represents a hexagonal grid with 127 vertices; a plane should fly from
the origin O to the destination D, moving along the edges of the grid; flying along
an edge takes a unit of time. The hexagonal region W in the middle of the grid (the



350 CHAPTER 13

corresponding nodes are marked by asterisks, and the edges are solid) represents an
area that can be affected by bad weather; at every time period [t,t+ 1), t € Z, this
weather can be either in state ”g” (good), or ”b” (bad). When the plane is flying
along an edge in W, the fuel consumption depends on the state of the weather,
specifically, it is equal to ¢ > 0 when the weather is good, and to u > ¢ when the
weather is bad. Fuel consumption when flying along an edge outside of W' is always

equal to /.

Figure 13.1 “Flying grid” with origin O and destination D. Asterisks and solid lines
represent the area of potentially bad weather.

Now, the weather “lives its own life” and is described by a Markov chain,
with the transition probabilities

Pg2g ‘ Pg2b = 1- Pg2g 7
Phog = 1 — P | Ph2b

9 )

where pgog is the probability to remain good, (i.e., to pass from the state ”g” to
itself during a single time period), and pyp, is the probability to stay bad. We
assume that these probabilities are not known exactly and can, independently of
each other, run through the “uncertainty box”

U = {[pg2g; Pv2b] : [Pg2g — Pgagl < dg, IPhab — Phap| < db},

where p" are the corresponding nominal probabilities, and

Og < min[pgog, 1 — pyogl, I < min[ppyy,, 1 — ppoy]
specify the maximal magnitudes of the uncertainties. We assume that the weather
transition probabilities are time varying, meaning that the probability p§t7123t of
the weather to be at a state s; € {"g”,”b”} in the period [t,t + 1), conditioned on
being in the state s;—; in the period [t — 1,¢), is chosen at time ¢ by “nature” and
can be an arbitrary point of the corresponding uncertainty interval.

Our goal is to find a strategy for the plane that minimizes the worst, over the
actions of nature, expected cost of the total fuel consumption when flying from the
origin to the destination.
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Modeling the situation as an uncertain Dynamic Programming problem
In order to apply the outlined machinery, we proceed as follows.

e We model the state of the system at a time ¢ € Z, as the pair (p;, s;), where
p¢ is the grid point where the plane is at time ¢, and s; is the state of the weather
in the period [t,¢ + 1). Thus, there is a total of 127 x 2 = 254 states.

e A control action a; at time ¢ is just the decision of the plane to move along
which one of the 6 edges emanating from the current position p; in the period
[t,t + 1). Thus, a4, in general, takes values 1,2,3,4,5,6, where, say, 1 means the
bearing 0°, 2 means the bearing 60°, and so on. At a boundary point of the grid,
some of these actions (those which would lead the plane outside of the grid) are
forbidden. In addition, we allow for the control action a; = 0 (“not to move at
all”), but only in the state where the position of the plane is the destination D; this
action is interpreted as staying at the destination after arriving there. Thus, there
is a total of 7 control actions.

9

e The “on-line” costs ¢;(”state”,”action”) represent the fuel consumption in
the period [t, ¢+ 1): when the plane at time ¢ is at a point grid p = p;, the weather
at this time, i.e., in the period [t,t + 1), is at a state s = s;, and the control action
at time ¢ is a = a; # 0, the coste:((p, s),a) is, in general, the fuel consumption when
flying along the edge emanating from p in the direction a, the state of the weather
being s. To account for the fact that some control actions a # 0 are forbidden
when p is a boundary point of the grid distinct from the destination D, we set the
corresponding costs to a large value M. Similarly, the only grid point where the
action a = 0 is allowed, is the destination D, and we set ¢,((p,s),0) = M when
p # D. In contrast to this, the only control action allowed at the destination is
a = 0, and we set ¢;((D, s),a) to be equal to M when a # 0 and to be equal to 0
when a = 0.

As for the terminal costs, we set them to M for all states (p, s) where P # D,
and to 0 otherwise.

With the outlined modeling, the situation falls in the realm of Robust Markov
Decision processes and can be processed accordingly.

Numerical results We have specified the nominal weather transition
probabilities by setting pg2g = Ppop = 0.9 and 4}, = dg = § := 0.075, meaning
that there is a strong tendency for the weather to stay as it is, with relatively low
probabilities to change from bad to good and vice versa. To make the phenomenon
of data uncertainty more “pronounced,” we used £ = 1 and v = 5, meaning that
bad weather significantly increases the fuel consumption; since our example is used
for illustration purposes only, we do not care how realistic this assumption is. We
further have computed two routing policies: the nominal one, where the transition
probabilities are at their nominal values all the time, and the robust policy, where
nature indeed can choose these probabilities, in a time-dependent fashion, within
our uncertainty set. We then simulated every one of these two policies in the situa-
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Optimal value
. Good weather Bad weather
Policy
at departure at departure
nominal 14.595 15.342
robust 15.705 15.916

Table 13.1 Optimal values in the nominal and in the robust routing problems

tions where (a) the weather transition probabilities stay at their nominal values, and
(b) nature “does it best” to reduce the probability of the weather to be good, that
is, the actual weather transition probabilities are given by pgog = pIgIQ g~ 0 = 0.825,
DPb2b = pg2b+(5 = 0.975. We ran simulations separately, 100 at a time, for the cases
of good and bad weather at the departure. The results are displayed in tables 13.1,
13.2 and in figure 13.2. From table 13.2 we conclude that with an “aggressive” be-
havior of nature, the robust routing policy has non-negligible advantages, in terms
of our objective the (worst-case) expected total fuel consumption, as compared to
the nominal one. It is even more instructive to pay attention to the “structural dif-
ferences” in routing for the two policies in question. As is seen from figure 13.2.(a,c),
with the nominal routing policy, the plane can go “deep inside” the region that can
be affected by bad weather, while with the robust policy, it never happens: the
routes can only go along the boundary edges of this region. The explanation is
as follows: since with our model, when choosing action a; at instant ¢, we already
know the weather on the time period [t,¢ + 1), it is not costly to move along a
“potentially dangerous” edge when the weather in the period [¢,¢ + 1) is good; all
we need in order to avoid high fuel consumption, is the possibility to escape from
the dangerous region as soon as the weather in this region changes from good to
bad. This possibility does exist when the route does not go inside the dangerous
region, as in figure 13.2.(b,d), where we also clearly see the “escapes” caused by
changing the weather from good to bad. As a result, with the robust policy, the fuel
consumption in fact remains low all the time, the price being a potential increase
in travelling time because of longer routes. With the nominal routing policy (which
relies on more “optimistic,” as compared to the robust policy, assumptions about
the probabilities for the weather to stay good or to change from bad to good), the
tradeoff between the lengths of the routes and the fuel consumption along the edges
is resolved differently; we see in figure 13.2.(a,c) that the corresponding routes can
go deep inside the potentially dangerous region, meaning that with this policy, high
fuel consumption is indeed possible. Note that this structural difference is caused
by a rather subtle uncertainty in the weather transition probabilities.

13.4 NOTES AND REMARKS

NR 13.1. The results in this Chapter originate from [90].
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Nominal weather Worst case weather

. Weather . .

Policy at departure transition transition
P probabilities probabilities

nominal good 14.594 15.808
nominal bad 15.342 16.000
robust good 15.425 15.705
robust bad 15.638 15.916

Table 13.2 Worst-case, over nature’s strategies, expected fuel consumption for the nom-
inal and the robust routing policies.

o

(a) Nominal routing,
good weather at the departure

o

(b) Robust routing,
good weather at the departure

(¢) Nominal routing,
bad weather at the departure

o

(d) Robust routing,
bad weather at the departure

Figure 13.2 Samples of 100 simulated trajectories for the nominal and the robust routing.
When simulating the routing policies, the weather transition probabilities at
every step were chosen as pgoo = pIgIQg—ch Phob = pg2b+§5 with £ uniformly
distributed on [0, 1] (“nature is aggressive, but not overly s0”).
The actual number of routes we see in every picture is much less than the
number (100) of routes sampled, since many such routes are identical to each
other.
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Chapter Fourteen
Robust Adjustable Multistage Optimization

In this chapter we continue investigating robust multi-stage decision making pro-
cesses started in chapter 13. Note that in the context of chapter 13, computational
tractability of the robust counterparts stems primarily from the fact that both the
state and the action spaces associated with the decision making process under con-
sideration are finite with moderate cardinalities. These assumptions combine with
the Markovian nature of the process to allow for solving the robust counterpart in
a computationally efficient way by properly adapted Dynamic Programming tech-
niques. In what follows we intend to consider multi-stage decision making in the
situations where Dynamic Programming hardly is applicable, primarily because of
the “curse of dimensionality” discussed in chapter 13.

14.1 ADJUSTABLE ROBUST OPTIMIZATION: MOTIVATION

Consider a general-type uncertain optimization problem — a collection
P = {mxin{f(a:,g) L F(z,0) €K} : C € z} (14.1.1)
of instances — optimization problems of the form
min {f(z,¢) : F(x.C) € K},

where € R is the decision vector, ( € R” represents the uncertain data or
data perturbation, the real-valued function f(z, () is the objective, and the vector-
valued function F'(z,() taking values in R™ along with a set K C R™ specify the
constraints; finally, Z C R” is the uncertainty set where the uncertain data is
restricted to reside.

Format (14.1.1) covers all uncertain optimization problems considered
in Parts I and II; moreover, in these latter problems the objective f
and the right hand side F' of the constraints always were bi-affine in z,
¢, (that is, affine in x when ( is fixed, and affine in {, = being fixed),
and K was a “simple” convex cone (a direct product of nonnegative
rays/Lorentz cones/Semidefinite cones, depending on whether we were
speaking about uncertain Linear, Conic Quadratic or Semidefinite Op-
timization). We shall come back to this “well-structured” case later; for
our immediate purposes the specific conic structure of instances plays
no role, and we can focus on “general” uncertain problems in the form

of (14.1.1).
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The Robust Counterpart of uncertain problem (14.1.1) is defined as the semi-infinite
optimization problem

mitn{t :VCe Z: f(x,¢) <t F(z,() € K}; (14.1.2)

this is exactly what was called the RC of an uncertain problem in the situations
considered in Parts I and II.

Recall that our interpretation of the RC (14.1.2) as the natural source of ro-
bust/robust optimal solutions to the uncertain problem (14.1.1) is not self-evident,
and its “informal justification” relies upon the specific assumptions A.1-3 on our
“decision environment,” see page 9. We have already relaxed somehow the last of
these assumptions, thus arriving at the notion of Globalized Robust Counterpart.
What is on our agenda now is to revise the first assumption, which reads

A.1. All decision variables in (14.1.1) represent “here and now” deci-
sions; they should get specific numerical values as a result of solving the
problem before the actual data “reveals itself” and as such should be
independent of the actual values of the data.

In Parts I, IT we have considered numerous examples of situations where this as-
sumption is valid. At the same time, there are situations when it is too restrictive,
since “in reality” some of the decision variables can adjust themselves, to some
extent, to the actual values of the data. One can point out at least two sources of
such adjustability: presence of analysis variables and wait-and-see decisions.

Analysis variables. Not always all decision variables x; in (14.1.1) represent ac-
tual decisions; in many cases, some of z; are slack, or analysis, variables introduced
in order to convert the instances into a desired form, e.g., the one of Linear Opti-
mization programs. It is very natural to allow for the analysis variables to depend
on the true values of the data — why not?

Example 14.1.1. [cf. Example 1.2.7] Consider an “¢; constraint”

K
> lakx —bil < 7 (14.1.3)
k=1

you may think, e.g., about the Antenna Design problem (section 3.3) where the “fit”
between the actual diagram of the would-be antenna array and the target diagram is
quantified by the || - |1 distance. Assuming that the data and = are real, (14.1.3) can be
represented equivalently by the system of linear inequalities

—yr < akx — b < i, Zyk <7
k
in variables x,y, 7. Now, when the data ag,br are uncertain and the components of x
do represent “here and now” decisions and should be independent of the actual values
of the data, there is absolutely no reason to impose the latter requirement on the slack
variables yi as well: they do not represent decisions at all and just certify the fact that the
actual decisions x, 7 meet the requirement (14.1.3). While we can, of course, impose this

requirement “by force,” this perhaps will lead to a too conservative model. It seems to be
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completely natural to allow for the certificates y, to depend on actual values of the data
— it may well happen that then we shall be able to certify robust feasibility for (14.1.3)

for a larger set of pairs (z,7).

Wait-and-see decisions. This source of adjustability comes from the fact that
some of the variables x; represent decisions that are not “here and now” decisions,
i.e., those that should be made before the true data “reveals itself.” In multi-
stage decision making processes, like those considered in chapter 13, some x; can
represent “wait and see” decisions, which could be made after the controlled system
“starts to live,” at time instants when part (or all) of the true data is revealed. It is
fully legitimate to allow for these decisions to depend on the part of the data that
indeed “reveals itself” before the decision should be made.

Example 14.1.2. Consider a multi-stage inventory system affected by uncertain
demand. The most interesting of the associated decisions — the replenishment orders —
are made one at a time, and the replenishment order of “day” ¢ is made when we already
know the actual demands in the preceding days. It is completely natural to allow for the

orders of day t to depend on the preceding demands.
14.2 ADJUSTABLE ROBUST COUNTERPART

A natural way to model adjustability of variables is as follows: for every j < n, we
allow for x; to depend on a prescribed “portion” P;( of the true data (:

zj = X;(P;Q), (14.2.1)

where P4y, ..., P, are given in advance matrices specifying the “information base”
of the decisions x;, and X;(-) are decision rules to be chosen; these rules can in
principle be arbitrary functions on the corresponding vector spaces. For a given 7,
specifying P; as the zero matrix, we force x; to be completely independent of ¢, that
is, to be a “here and now” decision; specifying P; as the unit matrix, we allow for
x; to depend on the entire data (this is how we would like to describe the analysis
variables). And the “in-between” situations, choosing P; with 1 < Rank(P;) < L
enables one to model the situation where x; is allowed to depend on a “proper
portion” of the true data.

We can now replace in the usual RC (14.1.2) of the uncertain problem (14.1.1)
the independent of ¢ decision variables z; with functions X;(P;(), thus arriving at
the problem

min {t:VC € Z: f(X(0),¢) <L F(X(0).¢) € K},
tAX5 ()} (14.2.2)
X(¢) = [X1(P1Q); s X (Pl
The resulting optimization problem is called the Adjustable Robust Counterpart
(ARC) of the uncertain problem (14.1.1), and the (collections of) decision rules
X (¢), which along with certain t are feasible for the ARC, are called robust fea-
sible decision rules. The ARC is then the problem of specifying a collection of
decision rules with prescribed information base that is feasible for as small ¢ as pos-
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sible. The robust optimal decision rules now replace the constant (non-adjustable,
data-independent) robust optimal decisions that are yielded by the usual Robust
Counterpart (14.1.2) of our uncertain problem. Note that the ARC is an extension
of the RC; the latter is a “trivial” particular case of the former corresponding to
the case of trivial information base in which all matrices P; are zero.

14.2.1 Examples

We are about to present two instructive examples of uncertain optimization pro-
grams with adjustable variables.

Information base induced by time precedences. In many cases, decisions
are made subsequently in time; whenever this is the case, a natural information
base of the decision to be made at instant ¢ (¢ = 1,..., N) is the part of the true
data that becomes known at time ¢. As an instructive example, consider a simple
Multi-Period Inventory model mentioned in Example 14.1.2:

Example 14.1.2 continued. Consider an inventory system where d products
share common warehouse capacity, the time horizon is comprised of N periods, and the

goal is to minimize the total inventory management cost. Allowing for backlogged demand,
the simplest model of such an inventory looks as follows:

minimize C [inventory management cost]
s.t.
(a) c> Zi\;l [cf’tyt +cp 2+ cztwt} [cost description]
©) T =xt—1+w —(, 1<t N [state equations]
(C) ye >0yt 22, LSt SN
(d) ZtZO,ZtZ—l’t,].StSN
(e) w, <wy < W, 1 <ESN
(f) "y <
(14.2.3)
The variables in this problem are:
e C € R — (upper bound on the total inventory management cost;
o r; € R t =1,..,N — states. i-th coordinate 2} of vector z; is the amount of

product of type i that is present in the inventory at the time instant ¢ (end of time
interval # t). This amount can be nonnegative, meaning that the inventory at this
time has z¢ units of free product # ¢; it may be also negative, meaning that the
inventory at the moment in question owes the customers |xi| units of the product
1 (“backlogged demand”). The initial state xo of the inventory is part of the data,
and not part of the decision vector;

e 3, € R? are upper bounds on the positive parts of the states z;, that is, (upper
bounds on) the “physical” amounts of products stored in the inventory at time ¢,
and the quantity catyt is the (upper bound on the) holding cost in the period ¢; here
Cht € ]Ri is a given vector of the holding costs per unit of the product. Similarly, the
quantity ¢Ty; is (an upper bound on) the warehouse capacity used by the products
that are “physically present” in the inventory at time ¢, g € Ri being a given vector
of the warehouse capacities per units of the products;
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o z € R%are (upper bounds on) the backlogged demands at time ¢, and the quantities
ch’tzt are (upper bounds on) the penalties for these backlogged demands. Here
Cht € R’_i,_ are given vectors of the penalties per units of the backlogged demands;

e w; € R?is the vector of replenishment orders executed in period ¢, and the quantities

coT,twt are the costs of executing these orders. Here ¢+ € ]Ri are given vectors of
per unit ordering costs.

With these explanations, the constraints become self-evident:

e (a) is the “cost description”: it says that the total inventory management cost
is comprised of total holding and ordering costs and of the total penalty for the
backlogged demand;

e (b) are state equations: “what will be in the inventory at the end of period ¢ (z) is
what was there at the end of preceding period (z:—1) plus the replenishment orders
of the period (w;) minus the demand of the period (¢;);

e (c), (d) are self-evident;

e (e) represents the upper and lower bounds on replenishment orders, and (f) ex-
presses the requirement that (an upper bound on) the total warehouse capacity
q"y; utilized by products that are “physically present” in the inventory at time ¢
should not be greater than the warehouse capacity r.

In our simple example, we assume that out of model’s parameters
__ N N
Zo, {Ch,t7 Cb,t, Co,ty Wy, wt}t:h q, T, {Ct}t:l

the only uncertain element is the demand trajectory ¢ = [(15...;¢{n] € R and that this
trajectory is known to belong to a given uncertainty set Z. The resulting uncertain Linear
Optimization problem is comprised of instances (14.2.3) parameterized by the uncertain
data — demand trajectory ¢ — running through a given set Z.

As far as the adjustability is concerned, all variables in our problem, except for
the replenishment orders wy, are analysis variables. As for the orders, the simplest
assumption is that w; should get numerical value at time ¢, and that at this time
we already know the past demands (*~' = [(y;...;¢;—1]. Thus, the information
base for w; is (! = P,¢ (with the convention that ¢* = 0 when s < 0). For the
remaining analysis variables the information base is the entire demand trajectory
(. Note that we can easily adjust this model to the case when there are lags
in demand acquisition, so that w; should depend on a prescribed initial segment
¢"W=1 7(t) < t, of ¢!~! rather than on the entire ¢*~'. We can equally easily
account for the possibility, if any, to observe the demand “on line,” by allowing w;
to depend on (! rather than on ¢*~!. Note that in all these cases the information
base of the decisions is readily given by the natural time precedences between the
“actual decisions” augmented by a specific demand acquisition protocol.

Example 14.2.1. Project management. Figure 14.1 is a simple PERT diagram
— a graph representing a Project Management problem. This is an acyclic directed graph
with nodes corresponding to events, and arcs corresponding to activities. Among the
nodes there is a start node S with no incoming arcs and an end node F with no outgoing

arcs, interpreted as “start of the project” and “completion of the project,” respectively.
The remaining nodes correspond to the events “a specific stage of the project is completed,
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and one can pass to another stage”. For example, the diagram could represent creating a
factory, with A, B, C being, respectively, the events “equipment to be installed is acquired
and delivered,” “facility #1 is built and equipped,” “facility # 2 is built and equipped.”
The activities are jobs comprising the project. In our example, these jobs could be as
follows:

acquiring and delivering the equipment for facilities ## 1,2
building facility # 1

building facility # 2

installing equipment in facility # 1

installing equipment in facility # 2

training personnel and preparing production at facility # 1
training personnel and preparing production at facility # 2

Qe e g

The topology of a PERT diagram represents logical precedences between the activ-
ities and events: a particular activity, say g, can start only after the event C occurs, and

the latter event happens when both activities ¢ and e are completed.

B

F
g
S C C

Figure 14.1 A PERT diagram.

In PERT models it is assumed that activities «y have nonnegative durations 7,
(perhaps depending on control parameters), and are executed without interruptions,
with possible idle periods between the moment when the start of an activity is
allowed by the logical precedences and the moment when it is actually started.
With these assumptions, one can write down a system of constraints on the time
instants ¢, when events v can take place. Denoting by I' = {y = (p,v,)} the set
of arcs in a PERT diagram (. is the start- and v, is the end-node of an arc v),
this system reads

ty, —t, >7 ¥y el. (14.2.4)

~

“Normalizing” this system by the requirement
ls = 07

the values of tp, which can be obtained from feasible solutions to the system,
are achievable durations of the entire project. In a typical Project Management
problem, one imposes an upper bound on ¢r and minimizes, under this restriction,
coupled with the system of constraints (14.2.4), some objective function.

As an example, consider the situation where the “normal” durations 7, of
activities can be reduced at certain price (“in reality” this can correspond to in-
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vesting into an activity extra manpower, machines, etc.). The corresponding model
becomes

Ty =Gy = Ty, &y = f5(24),
where (, is the “normal duration” of the activity, z, (“crush”) is a nonnegative
decision variable, and ¢, = f, () is the cost of the crush; here f,(-) is a given func-
tion. The associated optimization model might be, e.g., the problem of minimizing
the total cost of the crushes under a given upper bound 7" on project’s duration:

. tys =ty > Gy — @y
: Iitsg=0,tp <T
. min_ {;fv(mw) 0% <7, VyeT,ts=0,tp <Ty,

{tv}

(14.2.5)
where T, are given upper bounds on crushes. Note that when f,(-) are convex
functions, (14.2.5) is an explicit convex problem, and when, in addition to convexity,
f+(+) are piecewise linear, (which is usually the case in reality and which we assume
from now on), (14.2.5) can be straightforwardly converted to a Linear Optimization
program.

Usually part of the data of a PERT problem are uncertain. Consider the
simplest case when the only uncertain elements of the data in (14.2.5) are the
normal durations (, of the activities (their uncertainty may come from varying
weather conditions, inaccuracies in estimating the forthcoming effort, etc.). Let
us assume that these durations are random variables, say, independent of each
other, distributed in given segments A, = [QW,ZV]. To avoid pathologies, assume
also that gv > ., for every v (“you cannot make the duration negative”). Now
(14.2.5) becomes an uncertain LO program with uncertainties affecting only the
right hand sides of the constraints. A natural way to “immunize” the solutions to
the problem against data uncertainty is to pass to the usual RC of the problem —
to think of both ¢, and z., as of variables with values to be chosen in advance in
such a way that the constraints in (14.2.4) are satisfied for all values of the data
¢y from the uncertainty set. With our model of the latter set the RC is nothing
but the “worst instance” of our uncertain problem, the one where (, are set to
their maximum possible values Zw' For large PERT graphs, such an approach is
very conservative: why should we care about the highly improbable case where
all the normal durations — independent random variables! — are simultaneously
at their worst-case values? Note that even taking into account that the normal
durations are random and replacing the uncertain constraints in (14.2.5) by their
chance constrained versions, we essentially do not reduce the conservatism. Indeed,
every one of randomly perturbed constraints in (14.2.5) contains a single random
perturbation, so that we cannot hope that random perturbations of a constraint
will to some extent cancel each other. As a result, to require the validity of every
uncertain constraint with probability 0.9 or 0.99 is the same as to require its validity
“in the worst case” with just slightly reduced maximal normal durations of the
activities.
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A much more promising approach is to try to adjust our decisions “on line.”
Indeed, we are speaking about a process that evolves in time, with “actual decisions”
represented by variables x., and ¢,’s being the analysis variables. Assuming that
the decision on z can be postponed till the event p., (the earliest time when the
activity 7 can be started) takes place, at that time we already know the actual
durations of the activities terminated before the event p., we could then adjust
our decision on . in accordance with this information. The difficulty is that we
do not know in advance what will be the actual time precedences between the
events — these precedences depend on our decisions and on the actual values of
the uncertain data. For example, in the situation described by figure 14.1, we, in
general, cannot know in advance which one of the events B, C will precede the other
one in time. As a result, in our present situation, in sharp contrast to the situation
of Example 14.1.2, an attempt to fully utilize the possibilities to adjust the decisions
to the actual values of the data results in an extremely complicated problem, where
not only the decisions themselves, but the very information base of the decisions
become dependent on the uncertain data and our policy. However, we could stick
to something in-between “no adjustability at all” and “as much adjustability as
possible.” Specifically, we definitely know that if a pair of activities 7',  are linked
by a logical precedence, so that there exists an oriented route in the graph that
starts with 4" and ends with ~y, then the actual duration of 4" will be known before
v can start. Consequently, we can take, as the information base of an activity =,
the collection (7 = {(y» : v/ € T_(v)}, where I'_(y) is the set of all activities that
logically precede the activity 7. In favorable circumstances, such an approach could
reduce significantly the price of robustness as compared to the non-adjustable RC.
Indeed, when plugging into the randomly perturbed constraints of (14.2.5) instead
of constants x., functions X, (¢7), and requiring from the resulting inequalities to
be valid with probability 1 — €, we end up with a system of chance constraints such
that some of them (in good cases, even most of them) involve many independent
random perturbations each. When the functions X, () are regular enough, (e.g.,
are affine), we can hope that the numerous independent perturbations affecting
a chance constraint will to some extent cancel each other, and consequently, the
resulting system of chance constraints will be significantly less conservative than
the one corresponding to non-adjustable decisions.

14.2.2 Good News on the ARC

Passing from a trivial information base to a nontrivial one — passing from robust
optimal data-independent decisions to robust optimal data-based decision rules can
indeed dramatically reduce the associated robust optimal value.

Example 14.2.2. Consider the toy uncertain LO problem
w2 > 3¢ +1  (ac)

minczi: 1> 2—-Qzz (b)) p:0<¢<p,,
‘ z1,22 >0 (e¢)
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where p € (0,1) is a parameter (uncertainty level). Let us compare the optimal value of
its non-adjustable RC (where both z1 and x2 must be independent of ¢) with the optimal
value of the ARC where x; still is assumed to be independent of ¢ (Pi{ = 0) but z2 is
allowed to depend on ¢ (P2 = ().

A feasible solution (z1,z2) of the RC should remain feasible for the constraint
(a¢) when ¢ = p, meaning that x5 > £x1 4 1, and should remain feasible for the
constraint (b¢) when ¢ = 0, meaning that x; > 2z5. The two resulting inequali-
ties imply that z; > px; + 2, whence 7 > %. Thus, Opt(RC)> %p, whence
Opt(RC)— 00 as p — 1 —0.

Now let us solve the ARC. Given z; > 0 and ¢ € [0, p], it is immediately
seen that z; can be extended, by properly chosen x5, to a feasible solution of (a¢)
through (c¢) if and only if the pair (z1, 22 = (a1 + 1) is feasible for (ac) through
(c¢), that is, if and only if 1 > (2 — () [3¢z1 + 1] whenever 1 < ¢ < p. The latter
relation holds true when z; =4 and p < 1 (since (2—¢)¢ < 1 for 0 < ¢ < 2). Thus,
Opt(ARC)< 4, and the difference between Opt(RC) and Opt(ARC) and the ratio

Opt(RC)/Opt(ARC) go to co as p — 1 — 0.

14.2.3 Bad News on the ARC

Unfortunately, from the computational viewpoint the ARC of an uncertain prob-
lem more often than not is wishful thinking rather than an actual tool. The reason
comes from the fact that the ARC is typically severely computationally intractable.
Indeed, (14.2.2) is an infinite-dimensional problem, where one wants to optimize
over functions — decision rules — rather than vectors, and these functions, in
general, depend on many real variables. It is unclear even how to represent a
general-type candidate decision rule — a general-type multivariate function — in a
computer. Seemingly the only option here is sticking to a chosen in advance para-
metric family of decision rules, like piece-wise constant/linear/quadratic functions
of P;¢ with simple domains of the pieces (say, boxes). With this approach, a candi-
date decision rule is identified by the vector of values of the associated parameters,
and the ARC becomes a finite-dimensional problem, the parameters being our new
decision variables. This approach is indeed possible and in fact will be the focus
of what follows. However, it should be clear from the very beginning that if the
parametric family in question is “rich enough” to allow for good approximation of
“truly optimal” decision rules (think of polynomial splines of high degree as ap-
proximations to “not too rapidly varying” general-type multivariate functions), the
number of parameters involved should be astronomically large, unless the dimen-
sion of ¢ is really small, like 1 — 3 (think of how many coefficients there are in
a single algebraic polynomial of degree 10 with 20 variables). Thus, aside of “re-
ally low dimensional” cases, “rich” general-purpose parametric families of decision
rules are for all practical purposes as intractable as non-parametric families. In
other words, when the dimension L of { is not too small, tractability of parametric
families of decision rules is something opposite to their “approximation abilities,”
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and sticking to tractable parametric families, we lose control of how far the opti-
mal value of the “parametric” ARC is away from the optimal value of the “true”
infinite-dimensional ARC. The only exception here seems to be the case when we
are smart enough to utilize our knowledge of the structure of instances of the un-
certain problem in question in order to identify the optimal decision rules up to a
moderate number of parameters. If we indeed are that smart and if the parame-
ters in question can be further identified numerically in a computationally efficient
fashion, we indeed can end up with an optimal solution to the “true” ARC. Unfor-
tunately, the two “if’s” in the previous sentence are big if’s indeed — to the best of
our knowledge, the only generic situation when these conditions are satisfied is the
” of Markov Decision Processes considered in chapter 13 and the Dy-
namic Programming techniques that can be used in this environment. It seems that
these techniques form the only component in the existing “optimization toolbox”

“environmen

that could be used to process the ARC numerically, at least when approximations
of a provably high quality are sought. Unfortunately, the Dynamic Programming
techniques are very “fragile” — they require instances of a very specific structure,
suffer from “curse of dimensionality,” etc., cf. chapter 13. The bottom line, in
our opinion, is that aside of situations, like those considered in chapter 13, where
Dynamic Programming is computationally efficient, (which is an exception rather
than a rule), the only hopefully computationally tractable approach to optimizing
over decision rules is to stick to their simple parametric families, even at the price
of giving up full control over the losses in optimality that can be incurred by such
a simplification.

Before moving to an in-depth investigation of (a version of) the just outlined
“simple approximation” approach to adjustable robust decision-making, it is worth
pointing out two situations when no simple approximations are necessary, since the
situations in question are very simple from the very beginning.

14.2.3.1 Simple case I: fixed recourse and scenario-generated uncertainty set

Consider an uncertain conic problem
P = {min{o+d: Acx+ b €K} : (€ 2} (14.2.6)
(A¢,be,cc,de are affine in ¢, K is a computationally tractable convex cone) and
assume that
i) Z is a scenario-generated uncertainty set, that is, a set given as a convex hull
of finitely many “scenarios” (®, 1 < s < S;

it) The information base ensures that every variable z; either is non-adjustable
(P; =0), or is fully adjustable (P; = I);

iii) We are in the situation of fixed recourse, that is, for every adjustable variable
x; (one with P; # 0), all its coefficients in the objective and the left hand
side of the constraint are certain, (i.e., are independent of ().
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W.l.o.g. we can assume that © = [u;v], where the u variables are non-adjustable,
and the v variables are fully adjustable; under fixed recourse, our uncertain problem
can be written down as

P = {12151 {pCTu—l-qu +de: Peu+Qu+re € K} : ¢ € Conv{(!, ...,CS}}

(p¢,de¢, Peyre are affine in ¢). An immediate observation is that:

Theorem 14.2.3. Under assumptions 1 — 3, the ARC of the uncertain problem

P is equivalent to the computationally tractable conic problem

Opt = ?ins {t DPesu 4 g o + des <t, Pesu~+ Qu° +1¢s € K} . (14.2.7)

tau,qvsro_q
Specifically, the optimal values in the latter problem and in the ARC of P are
equal. Moreover, if £, %, {0°}5_, is a feasible solution to (14.2.7), then the pair ¢,
augmented by the decision rule for the adjustable variables:
s
v=V(©) = A
s=1

form a feasible solution to the ARC. Here A(¢) is an arbitrary nonnegative vector
with the unit sum of entries such that

¢= A(0)¢5. (14.2.8)

Proof. Observe first that A(¢) is well-defined for every ¢ € Z due to Z =
Conv{¢!,...,¢%}. Further, if £, @, {v°} is a feasible solution of (14.2.7) and V(() is
as defined above, then for every ¢ € Z the following implications hold true:

£> peeti+qT0" +dee Vs = 12> 3, N(Q) [pha+ ¢Tot + dcs]

=plu+q"V(¢) +de,

K> Pestu+ Qu° +1es Vs = K 2 3 A(Q) [Pestt + QU° + 1¢s]

= Peu+QV(¢) +r¢
(recall that p,...,r¢ are affine in ¢). We see that (,u,V(-)) is indeed a feasible
solution to the ARC

. m‘l/r% : {t :pgu +q"V() +de <t, Peu+QV(¢) +re €KV € Z}

of P. As a result, the optimal value of the latter problem is < Opt. It remains to
verify that the optimal value of the ARC and Opt are equal. We already know that
the first quantity is < the second one. To prove the opposite inequality, note that
if (t,u, V(+)) is feasible for the ARC, then clearly (¢,u, {v® =V (¢?®)}) is feasible for
(14.2.7). O

The outlined result shares the same shortcoming as Theorem 6.1.2 from sec-
tion 6.1: scenario-generated uncertainty sets are usually too “small” to be of much
interest, unless the number L of scenarios is impractically large. It is also worth
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noticing that the assumption of fixed recourse is essential: it is easy to show (see
[13]) that without it, the ARC may become intractable.

14.2.3.2 Simple case Il: uncertain LO with constraint-wise uncertainty

Consider an uncertain LO problem
P = {H%Cln {c?m +d¢: ag&x <big,i=1, ,m} :C € Z} , (14.2.9)

where, as always, c¢, d¢, aic, bic are affine in . Assume that

i) The uncertainty is constraint-wise: ¢ can be split into blocks ¢ = [¢?;...; (™]
in such a way that the data of the objective depend solely on (°, the data of
the i-th constraint depend solely on ¢?, and the uncertainty set Z is the direct
product of convex compact sets 2y, Z1, ..., Z, in the spaces of (%, ..., (™;

i1) Omne can point out a convex compact set X in the space of x variables such
that whenever ¢ € Z and = is feasible for the instance of P with the data ¢,
one has r € X.
The validity of the latter, purely technical, assumption can be guaranteed, e.g.,
when the constraints of the uncertain problem contain (certain) finite upper and
lower bounds on every one of the decision variables. The latter assumption, for all

practical purposes, is non-restrictive.

Our goal is to prove the following

Theorem 14.2.4. Under the just outlined assumptions ¢) and i), the ARC
of (14.2.9) is equivalent to its usual RC (no adjustable variables): both ARC and
RC have equal optimal values.

Proof. All we need is to prove that the optimal value in the ARC is > the
one of the RC. When achieving this goal, we can assume w.l.o.g. that all decision

variables are fully adjustable — are allowed to depend on the entire vector (. The
“fully adjustable” ARC of (14.2.9) reads

ctoX(¢) +deo =t <0
_ . CU C -
Opt(ARC) by {’f ali X (¢) =bici <0,1<i<m

V(C S Z() X ... X Zm)}
(14.2.10)

agjcix —Bit + 7,00 <0,0<0 < m},

(the restriction z € X can be added due to assumption ¢)), while the RC is the
problem
Opt(RC) = inf {t ;3 € X alix — fit + e S OV(C € Zg X ... X zm)} :
(14.2.11)
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here a;¢i, v;¢i are affine in ¢* and 3; > 0.

In order to prove that Opt(ARC) > Opt(RC), it suffices to consider the case
when Opt(ARC) < oo and to show that whenever a real ¢ is > Opt(ARC), we have
t > Opt(RC). Looking at (14.2.11), we see that to this end it suffices to lead to a
contradiction the statement that for some ¢ > Opt(ARC) one has

Vo € X3(i =i, €{0,1,..m}, (' =(r € Zi,) o]

e ﬁzlf'i_ Vipciz > 0.

(14.2.12)
Assume that ¢ > Opt(ARC) and that (14.2.12) holds. For every x € X, the
inequality ~
O‘z;g;wy —Bi,t+ Vicie > 0
is valid when y = x; therefore, for every x € X there exist €, > 0 and a neighbor-
hood U, of = such that

Since X is a compact set, we can find finitely many points x!,..., 2" such that
N P
X C U U,s. Setting € = min; €4, i[j] = i, ([j] = C;’;’ € Z;5), and
j=1
— T n
FiW) = s ey — Bitgt + Vil
we end up with IV affine functions of y such that

(y) > .
1§mjanNfJ(y) >e>0Vye X

Since X is a convex compact set and f;(-) are affine (and thus convex and con-
tinuous) functions, the latter relation, by well-known facts from Convex Analysis
(namely, the von Neumann Lemma), implies that there exists a collection of non-
negative weights A; with 37, A; = 1 such that

N
Fl) =) Aifily) = evy € X. (14.2.13)
j=1
Now let
wi = Y= Ao 8= 0,1, m;

Xj oot
G = > jiiljl=i =Gl wi>0
a point from Z;, w; =0

¢ = [¢%..5¢m.

Due to its origin, every one of the vectors (" is a convex combination of points from

)

Z; and as such belongs to Z;, since the latter set is convex. Since the uncertainty
is constraint-wise, we conclude that ¢ € Z. Since ¢ > Opt(ARC), we conclude from
(14.2.10) that there exists Z € X such that the inequalities
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hold true for every ¢, 0 < ¢ < m. Taking a weighted sum of these inequalities, the
weights being w;, we get
> wilalzz - B+ 7ia] 0. (14.2.14)
1:w; >0
At the same time, by construction of (* and due to the fact that Qci, Yici are affine
in ¢?, for every i with w; > 0 we have

_ - Aj oo
lofe = Bt +vial = D “2fi(@),
guljl=i "
so that (14.2.14) reads

N
Do Nifi@) <o,
i=1

which is impossible due to (14.2.13) and to Z € X'. We have arrived at the desired
contradiction. O

14.3 AFFINELY ADJUSTABLE ROBUST COUNTERPARTS

We are about to investigate in-depth a specific version of the “parametric decision
rules” approach we have outlined previously. At this point, we prefer to come back
from general-type uncertain problem (14.1.1) to affinely perturbed uncertain conic
problem

_ ; T . .
C—{;Iéﬁggl{ccx—l—dg.Agx—I—bceK}.CGZ}, (14.3.1)

where c¢, d¢, A¢, be are affine in ¢, K is a “nice” cone (direct product of nonnegative
rays/Lorentz cones/semidefinite cones, corresponding to uncertain LP/CQP/SDP,
respectively), and Z is a convex compact uncertainty set given by a strictly feasible
SDP representation
Z={¢CeR":Ju:P(u) =0},

where P is affine in [(;u]. Assume that along with the problem, we are given
an information base {P;}7_; for it; here P; are m; x n matrices. To save words
(and without risk of ambiguity), we shall call such a pair “uncertain problem C,
information base” merely an uncertain conic problem. Our course of action is to
restrict the ARC of the problem to a specific parametric family of decision rules,
namely, the affine ones:

z;=X;(Pi¢)=pj+q Pi¢, j=1,...n. (14.3.2)

The resulting restricted version of the ARC of (14.3.1), which we call the Affinely
Adjustable Robust Counterpart (AARC), is the semi-infinite optimization program
i 4. Zimicllptaf P +de—t <0

£ iy iy Allpj 4 qf Pi¢l +bc € K

where Cé is j-th entry in c¢, and AZ is j-th column of A;. Note that the variables in
this problem are ¢ and the coefficients p;, ¢; of the affine decision rules (14.3.2). As

} V¢ € z} , (14.3.3)
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such, these variables do not specify uniquely the actual decisions x;; these decisions
are uniquely defined by these coefficients and the corresponding portions P;¢ of the
true data once the latter become known.

14.3.1 Tractability of the AARC

The rationale for focusing on affine decision rules rather than on other parametric
families is that there exists at least one Important case when the AARC of an
uncertain conic problem is, essentially, as tractable as the RC of the problem. The
“important case” in question is the one of fixed recourse and is defined as follows:

Definition 14.3.1. Consider an uncertain conic problem (14.3.1) augmented
by an information base {P; };’:1. We say that this pair is with fixed recourse, if the
coefficients of every adjustable, (i.e., with P; # 0), variable z; are certain:

V(j: P; #0): both cé and Aé are independent of (.
For example, both Examples 14.1.1 (Inventory) and 14.1.2 (Project Manage-
ment) are uncertain problems with fixed recourse.
An immediate observation is as follows:

(") In the case of fixed recourse, the AARC, similarly to the RC, is a
semi-infinite conic problem — it is the problem

ly+d- <t
min 4t G¥TESt Lozl (14.3.4)
t,y={p;.q;} Acy+bc € K

with ¢, d¢, Ac, be affine in C:

y = X,ctlpi+qj Py

Acy Zj A%[pj + q]TPJC] [y = {[pj’ Qj]}?zl]

Note that it is exactly fixed recourse that makes /C\C’A\C affine in (; without this
assumption, these entities are quadratic in (.

As far as the tractability issues are concerned, observation (!) is the main
argument in favor of affine decision rules, provided we are in the situation of fixed
recourse. Indeed, in the latter situation the AARC is a semi-infinite conic problem,
and we can apply to it all the results of Parts I and II related to tractable reformu-
lations/tight safe tractable approximations of semi-infinite conic problems. Note
that many of these results, while imposing certain restrictions on the geometries of
the uncertainty set and the cone K, require from the objective (if it is uncertain)
and the left hand sides of the uncertain constraints nothing more than bi-affinity
in the decision variables and in the uncertain data. Whenever this is the case, the
“tractability status” of the AARC is not worse than the one of the usual RC. In
particular, in the case of fixed recourse we can:
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i) Convert the AARC of an uncertain LO problem into an explicit efficiently
solvable “well-structured” convex program (see Theorem 1.3.4).

i1) Process efficiently the AARC of an uncertain conic quadratic problem with
(common to all uncertain constraints) simple ellipsoidal uncertainty (see sec-
tion 6.5).

i17) Use a tight safe tractable approximation of an uncertain problem with linear
objective and convex quadratic constraints with (common for all uncertain
constraints) N-ellipsoidal uncertainty (see section 7.2.3): whenever Z is the
intersection of M ellipsoids centered at the origin, the problem admits a safe
tractable approximation tight within the factor O(1)y/In(M) (see Theorem
7.2.3).

The reader should be aware, however, that the AARC, in contrast to the usual
RC, is not a constraint-wise construction, since when passing to the coefficients
of affine decision rules as our new decision variables, the portion of the uncertain
data affecting a particular constraint can change when allowing the original decision
variables entering the constraint to depend on the uncertain data not affecting the
constraint directly. This is where the words “common” in the second and the third
of the above statements comes from. For example, the RC of an uncertain conic
quadratic problem with the constraints of the form
[Abx +btlle < act +di, i =1,...,m,

is computationally tractable, provided that the projection Z; of the overall uncer-
tainty set Z onto the subspace of data perturbations of i-th constraint is an ellipsoid
(section 6.5). To get a similar result for the AARC, we need the overall uncertainty
set Z itself to be an ellipsoid, since otherwise the projection of Z on the data of
the “AARC counterparts” of original uncertain constraints can be different from
ellipsoids. The bottom line is that the claim that with fixed recourse, the AARC of
an uncertain problem is “as tractable” as its RC should be understood with some
caution. This, however, is not a big deal, since the “recipe” is already here: Under
the assumption of fixed recourse, the AARC is a semi-infinite conic problem, and in
order to process it computationally, we can use all the machinery developed in Parts
I and II. If this machinery allows for tractable reformulation/tight safe tractable
approximation of the problem, fine, otherwise too bad for us.” Recall that there
exists at least one really important case when everything is fine — this is the case
of uncertain LO problem with fixed recourse.

It should be added that when processing the AARC in the case of fixed
recourse, we can enjoy all the results on safe tractable approximations of chance
constrained affinely perturbed scalar, conic quadratic and linear matrix inequalities
developed in Parts I and II. Recall that these results imposed certain restrictions
on the distribution of ¢ (like independence of (i, ...,(r), but never required more
than affinity of the bodies of the constraints w.r.t. ¢, so that these results work
equally well in the cases of RC and AARC.
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Last, but not least, the concept of an Affinely Adjustable Robust Counterpart
can be straightforwardly “upgraded” to the one of Affinely Adjustable Globalized
Robust Counterpart. We have no doubts that a reader can carry out such an
“upgrade” on his/her own and understands that in the case of fixed recourse, the
above “recipe” is equally applicable to the AARC and the AAGRC.

14.3.2 Is Affinity an Actual Restriction?

Passing from arbitrary decision rules to affine ones seems to be a dramatic simpli-
fication. On a closer inspection, the simplification is not as severe as it looks, or,
better said, the “dramatics” is not exactly where it is seen at first glance. Indeed,
assume that we would like to use decision rules that are quadratic in P;¢ rather
than linear. Are we supposed to introduce a special notion of a “Quadratically Ad-
justable Robust Counterpart“? The answer is negative. All we need is to augment
the data vector ¢ = [(1;...;¢z] by extra entries — the pairwise products (;{; of
the original entries — and to treat the resulting “extended” vector Z = E [(] as our
new uncertain data. With this, the decision rules that are quadratic in P;¢ become
affine in ]Sjad, where 13]- is a matrix readily given by P;. More generally, assume
that we want to use decision rules of the form

X;(0) = p; +q) PC[d], (14.3.5)

where p; € R, ¢; € R™J are “free parameters,” (which can be restricted to reside in
a given convex set), P; are given m; x D matrices and

¢ C[¢): RF - RP

is a given, possibly nonlinear, mapping. Here again we can pass from the original
data vector ( to the data vector Z[C ], thus making the desired decision rules (14.3.5)
merely affine in the “portions” ﬁjz of the new data vector. We see that when
allowing for a seemingly harmless redefinition of the data vector, affine decision
rules become as powerful as arbitrary affinely parameterized parametric families
of decision rules. This latter class is really huge and, for all practical purposes, is
as rich as the class of all decision rules. Does it mean that the concept of AARC
is basically as flexible as the one of ARC? Unfortunately, the answer is negative,
and the reason for the negative answer comes not from potential difficulties with
extremely complicated nonlinear transformations ¢ — C| [¢] and/or “astronomically
large” dimension D of the transformed data vector. The difficulty arises already
when the transformation is pretty simple, as is the case, e.g., when the coordinates
in E [¢] are just the entries of ¢ and the pairwise products of these entries. Here is
where the difficulty arises. Assume that we are speaking about a single uncertain
affinely perturbed scalar linear constraint, allow for quadratic dependence of the
original decision variables on the data and pass to the associated adjustable robust
counterpart of the constraint. As it was just explained, this counterpart is nothing
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but a semi-infinite scalar inequality

where a;z are affine in Z , the entries in E = Z[d are the entries in ( and their

pairwise products, I/ is the image of the “true” uncertainty set Z under the non-
linear mapping ( — QA“[C], and y; are our new decision variables (the coefficients
of the quadratic decision rules). While the body of the constraint in question is
bi-affine in y and in Z , this semi-infinite constraint can well be intractable, since the
uncertainty set U may happen to be intractable, even when Z is tractable. Indeed,

the tractability of a semi-infinite bi-affine scalar constraint
Vwel): fly,u) <0

heavily depends on whether the underlying uncertainty set ¢ is convex and compu-
tationally tractable. When it is the case, we can, modulo minor technical assump-
tions, solve efficiently the Analysis problem of checking whether a given candidate
solution y is feasible for the constraint — to this end, it suffices to maximize the
affine function f(y,-) over the computationally tractable convex set ¢. This, under
minor technical assumptions, can be done efficiently. The latter fact, in turn, im-
plies (again modulo minor technical assumptions) that we can optimize efficiently
linear/convex objectives under the constraints with the above features, and this is
basically all we need. The situation changes dramatically when the uncertainty set
U is not a convex computationally tractable set. By itself, the convexity of U costs
nothing: since f is bi-affine, the feasible set of the semi-infinite constraint in ques-
tion remains intact when we replace U with its convex hull Z. The actual difficulty
is that the convex hull Z of the set I can be computationally intractable. In the
situation we are interested in — the one where Z = Convl/ and U is the image of a
computationally tractable convex set Z under a nonlinear transformation ¢ +— Z [€],
Z can be computationally intractable already for pretty simple Z and nonlinear
mappings ¢ +— Z[C] It happens, e.g., when Z is the unit box ||| < 1 and E[C}
is comprised of the entries in ¢ and their pairwise products. In other words, the
“Quadratically Adjustable Robust Counterpart” of an uncertain linear inequality
with interval uncertainty is, in general, computationally intractable.

In spite of the just explained fact that “global linearization” of nonlinear
decision rules via nonlinear transformation of the data vector not necessarily leads to
tractable adjustable RCs, one should keep in mind this option, since it is important
methodologically. Indeed, “global linearization” allows one to “split” the problem
of processing the ARC, restricted to decision rules (14.3.5), into two subproblems:

(a) Building a tractable representation (or a tight tractable approximation)
of the convex hull Z of the image U of the original uncertainty set Z under the

nonlinear mapping ¢ — ([¢] associated with (14.3.5). Note that this problem by
itself has nothing to do with adjustable robust counterparts and the like;
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(b) Developing a tractable reformulation (or a tight safe tractable approxi-
mation) of the Affinely Adjustable Robust Counterpart of the uncertain problem
in question, with E in the role of the data vector, the tractable convex set, yielded
by (a), in the role of the uncertainty set, and the information base given by the
matrices }3j.

Of course, the resulting two problems are not completely independent: the tractable
convex set Z with which we, upon success, end up when solving (a) should be
simple enough to allow for successful processing of (b). Note, however, that this
“coupling of problems (a) and (b)
in question is an LO problem with fixed recourse. Indeed, in this case the AARC
of the problem is computationally tractable whatever the uncertainty set as long

7

is of no importance when the uncertain problem

as it is tractable, therefore every tractable set Z yielded by processing of problem
(a) will do.

Example 14.3.2. Assume that we want to process an uncertain LO problem

C = {min, {C?l‘-’-dc tAcx > b} (e Z}

[ce,de, A, be + affine in (] (14.3.6)

with fixed recourse and a tractable convex compact uncertainty set Z, and consider a

number of affinely parameterized families of decision rules.

A. “Genuine” affine decision rules: x; is affine in P;(. As we have already seen, the
associated ARC — the usual AARC of C — is computationally tractable.

B. Piece-wise linear decision rules with fixed breakpoints. Assume that the map-

ping ¢ — Z [(] augments the entries of ¢ with finitely many entries of the form
¢;(¢) = max [r;, sT¢], and the decision rules we intend to use should be affine in
ﬁjz , where ]3]- are given matrices. In order to process the associated ARC in a
computationally efficient fashion, all we need is to build a tractable representation
of the set Z = Conv{E[C] : ¢ € Z}. While this could be difficult in general, there

are useful cases when the problem is easy, e.g., the case where
R Z={CeRF: f(()<1,1<k <K},
C[¢] = [¢: ()3 (€) -], with (¢)— = max[(, 0rx1], (€)+ = max[—(, 0px1]-

Here, for vectors u, v, max[u, v] is taken coordinate-wise, and fi(-) are lower semi-
continuous and absolutely symmetric convex functions on RZ, absolute symmetry
meaning that f5(¢) = fr(abs(¢)) (abs acts coordinate-wise). (Think about the case
when f(¢) = |[[ax1C1; -3 akrCrlllp. With py € [1,00].) It is easily seen that if Z is
bounded, then

A (@) fi¢T+()<L1<k<K

Z=0C=[GCHC] () ¢=¢t-¢

() ¢*=0

Indeed, (a) through (c) is a system of convex constraints on vector 2 = [¢;¢T;¢7], and
since fj are lower semicontinuous, the feasible set C of this system is convex and closed;
besides, for [(;¢T;¢7] € C we have ¢t + ¢~ € Z; since the latter set is bounded by

assumption, the sum ¢* 4 ¢~ is bounded uniformly in EE C, whence, by (a) through (c),
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C is bounded. Thus, C' is a closed and bounded convex set. The image U of the set Z
under the mapping ¢ — [(; ({)+; (¢)-] clearly is contained in C, so that the convex hull
Z of U is contained in C as well. To prove the inverse inclusion, note that since C' is
a (nonempty) convex compact set, it is the convex hull of the set of its extreme points,
and therefore in order to prove that Z > C it suffices to verify that every extreme point
[¢;¢T,¢7] of C belongs to U. But this is immediate: in an extreme point of C' we should
have min[CZ'7 ¢, ] = 0 for every ¢, since if the opposite were true for some ¢ = 2, then C
would contain a nontrivial segment centered at the point, namely, points obtained from
the given one by the “3-entry perturbation” C; — Cgr +0,¢; — §; -9, g — (7426 with
small enough |§]. Thus, every extreme point of C' has min[¢*,("] =0, ¢ =¢T — ¢, and
a point of this type satisfying (a) clearly belongs to U. O

C. Separable decision rules. Assume that Z is a box: Z ={(:a < { <a}, and we
are seeking for separable decision rules with a prescribed “information base,” that
is, for the decision rules of the form

Lel;

where the only restriction on functions fg is to belong to given finite-dimensional
linear spaces F, of univariate functions. The sets I; specify the information base
of our decision rules. Some of these sets may be empty, meaning that the associ-
ated x; are non-adjustable decision variables, in full accordance with the standard
convention that a sum over an empty set of indices is 0. We consider two specific
choices of the spaces Fy:

C.1: F; is comprised of all piecewise linear functions on the real axis with
fixed breakpoints ag; < ... < agm (W.l.o.g., assume that a, < ag1, apm < @p);

C.2: F; is comprised of all algebraic polynomials on the axis of degree < k.

Note that what follows works when m in C.1 and k in C.2 depend on /; in
order to simplify notation, we do not consider this case explicitly.

C.1: Let us augment every entry ¢, of ¢ with the reals (y;[C¢] = max[Cy, ag],
i=1,...,m, and let us set (u[¢¢] = {¢. In the case of C.1, decision rules (14.3.7)
are exactly the rules where z; is affine in {(x[(] : ¢ € I;}; thus, all we need in
order to process efficiently the ARC of (14.3.6) restricted to the decision rules in
question is a tractable representation of the convex hull of the image U/ of Z under
the mapping ¢ — {Cs[¢]}e,i- Due to the direct product structure of Z, the set U is
the direct product, over £ = 1, ...,d, of the sets

Up = {[Ceo[Cel; Cer[Cels -3 Cem [Cel] = ap < G <@g},

so that all we need are tractable representations of the convex hulls of the sets Uj.
The bottom line is, that all we need is a tractable description of a set C' of the form

Cmn = ConvS,y,, Spm = {[s0; max[sg, a1]; ...; max[sg, am]] : ag < so < Amy1},

where ap < a1 < ag < ... < @y < Q1 are given.
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181
C
[az; az]
[ao; al] A B
ag a1 a9 ‘50

Figure 14.2 S; (union of segments AB and BC) and C1 = ConvS; (triangle ABC)

Let us first consider the case of m = 1. Here
S1 = {[s0; s1] = [s0; max[sg, a1]] : ap < so < as}.

This set and its convex hull C7 = ConvS; are shown in figure 14.2. The set C is

given by the following inequalities:
a2 — ay

ag < so < ag, 51 > max|[sg,a1], s1 < —(s0 — ag) + a1.

a9 — ap

After rearranging these three inequalities, a representation of Cj is given equiva-

lently as
)< 3180 < 22-51 <]
Cy = ConvSy = < [s0; 81] : = a1—ag — az—a; — )
ap < so < ap
The result can be generalized for m > 1 as follows:

Lemma 14.3.3. The convex hull C,, of the set S,, is

ag < S0 < Amr
Cm = {[80;51;...;8m] . { O< s1—S0 <m52_31 < < Sm41—Sm <1 }, (1438)

— ai1—ap — az—ai — 7T = Qm41—am —
where s;41 = Am41-
Proof. It is convenient to make affine substitution of variables as follows:
7) . [So; S1;5 ...;Sm} — [50 = S0 — a0;61 = S1 — 80;52 = 82 — 813
w3 0m = Sm = Sm—1; Om+41 = Gm+1 — Sm].
P is an affine embedding that maps, in a one-to-one fashion, the (m + 1)-dimensional
space of s variables onto the hyperplane §p + 01 + ... + 0m+1 = @m+1 — ao in the (m + 2)-

dimensional space of § variables. The image of the right hand side of (14.3.8) under this
mapping is the set

Ogéogdzam+1—ao (a)
0<F<FE <.
P = (5 = [(507 76m+1] : < Srmt1 <1.d =a —a (b) 3 (1439)
= dmyr — T i—1
0o+ 1+ ..+ 0mt1=d (c)

the image of S;,, under the same mapping we denote by S. Since P is an affine embedding,
to prove (14.3.8) is exactly the same as to prove that P = ConvS,, and this is what we
intend to do.
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Let us first prove that P D ConvS;. Since P clearly is convex, it suffices to verify

that if
0 = P([s0;s1 = max[so,a1];...; Sm+1 = max[so, am+1]])
=[S0 — ao;S1 — S0;S2 — S1;83 — S2} ..} Sm+41 — Sm]

with a0 < so < am+1 = Sm+1, then 6 € P. The fact that § satisfies (a) and (¢) (from
now on, (a) through (c) refer to the respective relations in (14.3.9)) is evident. To verify
(b), observe, first, that ap < so < s1 < ... < $m < am+1, whence all §; are > 0. Let j be
such that so € [aj—1,a;]. Then s; = sp for @ < j and s; = a; for i > j, whence §;/d; =0
for 1 <i<j—1,46;/dj = ajdj_so and §;/d; = 1 for ¢ > j. Since 0 < a; — so < dj, (b)
follows. Thus, P D ConvS;. It remains to prove the opposite inclusion. Since P clearly
is a nonempty convex compact set, in order to prove that P C ConvS_ it suffices to verify
that if § = [do;...; Om+1] IS an extreme point of P, then & = P(s) for certain s € Sy,
and this is what we are about to do. By (a), we have 0 < §y < d, and by (b) we have
0<0; <d;y; 1 <i<m+1. Sinced =di +... +dm+1, in the case of do = 0 (c¢) implies that
0; =d; for i =1,...,m + 1, so that § is the point [0;d1;...; dm+1], and this point indeed is
P(s) with s = [ao;a1;...;am] € Sm. When do = d, (¢) implies that §1 = ... = dmy1 =0
(note that by (a), (b) 6 > 0 for all § € P). Thus, here 6 = [am+1;0;...;0], and this point is
P(s) with s = [@m+1; Gm41; -5 Gm+1] € Sm. It remains to consider the case when § is an
extreme point of P and 0 < dp < d. We claim that the fractions in (b) take at most two
values, namely, 0 and 1. We shall justify this claim later, and meanwhile let us derive from
it that § indeed is P(s) with s € S,,. Given the claim, just three options are possible:

— all fractions in (b) are equal to 0. In this case 61 = ... = dmy1 = 0, and thus
0o = d by (c), which is not the case;

— all fractions in (b) are equal to 1. In this case §; = d;, t = 1,...,m+1, and §o =0
by (¢), which again is not the case;

— for certain j, 1 < j < m, the fractions % are equal to 0 when ¢ < j and are

equal to 1 when 7 > j, or, which is the same, §; :db for 1 <i < jand §; =d; for i > j.
Invoking (c), we see that do = d — dj41 — dj42 — ... — dm4+1 = d1 + ... +dj = a; — ag, so
that 6 = [a; — a0;0,...,0;aj41 — Qj; Qj42 — Qjg1; ...} Gmt1 — Gm]. But this point indeed is
P(s) for s = [aj;a;;...; Q55 Q15 Q425 Q5435 -5 Am] € Sy

It remains to justify our claim. Assume, on the contrary to what should be proved,

that among the fractions 5—’%, i =1,...,m+ 1, there is a fraction taking a value 6 € (0, 1),
and let I be the set of indices of all fractions that are equal to 6; note that by (b) I is
a segment of consecutive indices from the sequence 1,2,...,m + 1. Setting ¢ = >_._, d;,

consider the following perturbation of vector d:

iel

do + t, 1 =0
8+ 8[t] = [6o[t]; - Omsa [t]], Silt] = 6i, i1 >1,i¢1
5 —%t, iel

We claim that when |¢| is small enough, we have §[t] € P. Indeed, for small |¢| the vector
o[t]

— satisfies (a) due to 0 < dg < d;

— satisfies (b), since the fractions 62—[?] for ¢ € I are equal to each other and close
to 0, and the remaining fractions stay intac%;
— satisfies (c), since .75 6;[t] is independent of ¢ due to the origin of .
We see that § is the midpoint of a nontrivial segment {§[t] : —e < ¢t < €} which for small
enough € > 0 is contained in P; but this is impossible, since § is an extreme point of P.
a

C.2: Similar to the case of C.1, in the case of C.2 all we need in order to
process efficiently the ARC of (14.3.6), restricted to decision rules (14.3.7), is a
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tractable representation of the set
C = ConvS, S ={5=[s;5%..;8"] : |s| < 1}.

(We have assumed w.l.0.g. that ¢, = —1, @, = 1.) Here is the description (origi-
nating from [87]):

Lemma 14.3.4. The set C' = ConvS admits the explicit semidefinite repre-
sentation

C={5eR": 3N =[Ao;..; d] € R¥*T: [1;5] = QTN [Nigj]7 =0 = 0},
(14.3.10)
where the (2k41) X (k+1) matrix @ is defined as follows: take a polynomial p(t) =
Po+pit+ ...+ pst”® and convert it into the polynomial p(t) = (1+t2)*p(2t/(1+1%)).
The vector of coefficients of p clearly depends linearly on the vector of coefficients
of p, and @ is exactly the matrix of this linear transformation.

Proof. 1°. Let P C R**! be the cone of vectors p of coefficients of polynomials

p(t) = po + p1t +pot? + ...+ pet” that are nonnegative on [-1,1], and Py be the cone dual
to P. We claim that

C={seR":[1;5] € P.}. (14.3.11)

Indeed, let C’ be the right hand side set in (14.3.11). If 5 = [s;5%;...;5"] € S, then |s| < 1,
so that for every p € P we have pT[1;5] = p(s) > 0. Thus, [1;5] € P. and therefore
s¢e (. Since (' is convex, we arrive at C = ConvS C C’. To prove the inverse inclusion,
assume that there exists § ¢ C such that z = [1;5] € Ps, and let us lead this assumption
to a contradiction. Since S is not in C' and C' is a closed convex set and clearly contains
the origin, we can find a vector ¢ € R” such that ¢75 = 1 and max,cc¢’r = a < 1,
or, which is the same due to C' = ConvS, ¢7[s;s%;...;5"] < a < 1 whenever |s| < 1.
Setting p = [a; —q], we see that p(s) > 0 whenever |s| < 1, so that p € P and therefore
a—q"8=7p"[1;5] > 0, whence 1 = ¢”5 < a < 1, which is a desired contradiction.

2°. Tt remains to verify that the right hand side in (14.3.11) indeed admits rep-
resentation (14.3.10). We start by deriving a semidefinite representation of the cone P
of (vectors of coefficients of) all polynomials p(s) of degree not exceeding 2 that are
nonnegative on the entire axis. The representation is as follows. A (k + 1) X (k + 1)
symmetric matrix W can be associated with the polynomial of degree < 2k given by
pw(t) = [1;t;8%; .5 t5]TW([L;t; £%; ...; 7], and the mapping A : W — pw clearly is linear:
(A[wl'j]zj:())l/ =Y g<icy Wiv—i, 0 < v < 2k, A dyadic matrix W = eel “produces” in
this way a polynomial that is the square of another polynomial: Aee’ = e2(t) and as
such is > 0 on the entire axis. Since every matrix W = 0 is a sum of dyadic matrices,
we conclude that AW € Py whenever W > 0. Vice versa, it is well known that every
polynomial p € P is the sum of squares of polynomials of degrees < x, meaning that
every p € Py is AW for certain W that is the sum of dyadic matrices and as such is > 0.
Thus,

Pi={p=AW W €S}

Now, the mapping ¢ — 2t/(1 4+ ¢*) : R — R maps R onto the segment [—1,1]. Tt follows
that a polynomial p of degree < k is > 0 on [—1,1] if and only if the polynomial p(t) =
(14 £2)"p(2t/(1 + t?)) of degree < 2k is > 0 on the entire axis, or, which is the same,
p € P if and only if Qp € P;. Thus,

P={peR": 3w e S W = 0, AW = Qp}.
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Given this semidefinite representation of P, we can immediately obtain a semidefinite
representation of Py. Indeed,

q € P. & 0 <mingep{q’p} & 0 < minyere{q¢"p:IW = 0: Qp= AW}
&0 < min, wi{qg"p: Qp— AW =0,W = 0}
S{g=Q"X: X e R* T A" )\ > 0},

where the concluding < is due to semidefinite duality. Computing A"\, we arrive at
(14.3.10). O

Remark 14.3.5. Note that C.2 admits a straightforward modification where
K
the spaces JFp are comprised of trigonometric polynomials > [p; cos(iwes) +
i=0
¢; sin(iwys)] rather than of algebraic polynomials > " p;s’. Here all we need is
a tractable description of the convex hull of the curve

{[8; cos(wps); sin(wgs); ...; cos(kwyes); sin(kwys)] : —1 < s < 1}
which can be easily extracted from the semidefinite representation of the cone Py.

Discussion. There are items to note on the results stated in C. The bad news is
that understood literally, these results have no direct consequences in our context —
when Z is a box, decision rules (14.3.7) never outperform “genuine” affine decision
rules with the same information base (that is, the decision rules (14.3.7) with the
spaces of affine functions on the axis in the role of F).

The explanation is as follows. Consider, instead of (14.3.6), a more general
problem, specifically, the uncertain problem

C={min, {cfz+dc: Acx —b; €K} : (€ Z}

[ee,de, A, be « affine in (] (14.3.12)

where K is a convex set. Assume that Z is a direct product of simplexes:
Z = A1 X ...x A, where A, is a ke-dimensional simplex (the convex hull of
ke + 1 affinely independent points in Rk@). Assume we want to process the
ARC of this problem restricted to the decision rules of the form

2 =&+ Y 1), (14.3.13)

el

where (; is the projection of ( € Z on Ay, and the only restriction on the
functions fg is that they belong to given families F; of functions on R*¢. We
still assume fixed recourse: the columns of A¢ and the entries in ¢¢ associated
with adjustable, (i.e., with I; # @) decision variables z; are independent of .

The above claim that “genuinely affine” decision rules are not inferior as
compared to the rules (14.3.7) is nothing but the following simple observation:

Lemma 14.3.6. Whenever certain ¢ € R is an achievable value of the objective
in the ARC of (14.3.12) restricted to the decision rules (14.3.13), that is, there
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exist decision rules of the latter form such that

; J co)i+de <t
J; & +£§j f1(Ce)| (e¢)j +de < Ve € [CuoicileZ
n . . = Al X ..o X AL,
>l&G+ X fiC)| AL b €K
j=1 Lel;
(14.3.14)

t is also an achievable value of the objective in the ARC of the uncertain
problem restricted to affine decision rules with the same information base:
there exist affine in ¢, functions ¢} (¢,) such that (14.3.14) remains valid with
qﬁi in the role of fl?

Proof is immediate: since every collection of k; + 1 reals can be obtained as
the collection of values of an affine function at the vertices of ky-dimensional
simplex, we can find affine functions ¢} (¢,) such that ¢ (¢e) = f7(¢¢) whenever
(¢ is a vertex of the simplex Ay,. When plugging into the left hand sides of
the constraints in (14.3.14) the functions ¢J(C) instead of f7(¢c), these left
hand sides become affine functions of ¢ (recall that we are in the case of fixed
recourse). Due to this affinity and to the fact that Z is a convex compact set,
in order for the resulting constraints to be valid for all ¢ € Z, it suffices for
them to be valid at every one of the extreme points of Z. The components
(1, ..., (L of such an extreme point ¢ are vertices of A1, ..., Az, and therefore
the validity of “¢ constraints” at ( is readily given by the validity of the “f
constraints” at this point — by construction, at such a point the left hand
sides of the “¢”band the “f” constraints coincide with each other. O

Does the bad news mean that our effort in C.1-2 was just wasted? The good news
is that this effort still can be utilized. Consider again the case where (; are scalars,
assume that Z is not a box, in which case Lemma 14.3.6 is not applicable. Thus,
we have hope that the ARC of (14.3.6) restricted to the decision rules (14.3.7) is
indeed less conservative (has a strictly less optimal value) than the ARC restricted
to the affine decision rules. What we need in order to process the former, “more
promising,” ARC, is a tractable description of the convex hull Z of the image U of
Z under the mapping

¢ = Cl¢) = {¢ailce ogm.

where Cgo = Cg, ng[Cg] = f,’g(C@), 1<:i< m, and the functions fi[ S fg, 1= 1, e, m,
span Fy. The difficulty is that with F; as those considered in C.1-2 (these families
are “rich enough” for most of applications), we, as a matter of fact, do not know how
to get a tractable representation of z , unless Z is a box. Thus, Z more complicated
than a box seems to be too complex, and when Z is a box, we gain nothing from
allowing for “complex” F;. Nevertheless, we can proceed as follows. Let us include
Z, (which is not a box), into a box Z¥, and let us apply the outlined approach to
Z7T in the role of Z, that is, let us try to build a tractable description of the convex
hull Z+ of the image U+ of Z+ under the mapping ¢ — E[C] With luck, (e.g., in
situations C.1-2), we will succeed, thus getting a tractable representation of 2*;
the latter set is, of course, larger than the “true” set Z we want to describe. There
is another “easy to describe” set that contains 2, namely, the inverse image 20 of

Z under the natural projection IT : {(y; }o<i<m, — {Cp0}1<e<r that recovers ¢ from
1<é<L ==
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¢]. And perhaps we are smart enough to find other easy to describe convex sets
1 ...,Z* that contain Z.

Assume, e.g., that Z is the Euclidean ball {||¢||2 < 7}, and let us take as Z7
the embedding box {||¢||ec < 7}

~
~.

Z

¢l

In the case of C.1 we have for ¢ > 1: (u[¢] = max[(e,ar], whence
Cei[Ce]] < max[|Cel, |aei|]. Tt follows that when ¢ € Z, we have 3, (7[¢] <
S, max((F,af;] < Y[+ azi] < r*+ Y ,af;, and we can take as zZP,
p = 1,..,m, the elliptic cylinders {{Cei}ei : D>, Q?p < r2 4 Zlafp}.
In the case of C.2, we have (u[C] = f’l, 1 < ¢ < k—1, so that
S 1GeilCe]] < max,cpr {3, |2e|"T ¢ ||z]l2 < r} = rt!. Thus, we can take

ZP = {{Cuitei Ll <P 1<p< k-1

Since all the easy to describe convex sets Z,A’"’, ZA’O,...,ZA’“ contain ZA, the same is true
for the easy to describe convex set

Z=2Z2tNnZ'nzZ'n..nz2",
so that the (tractable along with Z) semi-infinite LO problem

e T 2, Xi(Oleng))i <

min t: o, = V¢ = {Cit e Z
b , i _p .
U J; XilO 4y ~bng 20 (S)
I ({Cabozizn ) = {Gohses, % ={XQ =&+ T maai}
- = ZEIJ-,
0<i<m

is a safe tractable approximation of the ARC of (14.3.6) restricted to decision rules
(14.3.7). Note that this approximation is at least as flexible as the ARC of (14.3.6)
restricted to genuine affine decision rules. Indeed, a rule X(-) = {X;(:)}7_; of
the latter type is “cut off” the family of all decision rules participating in (S) by
the requirement “X; depend solely on (s, ¢ € I;,” or, which is the same, by the
requirement 7y; = 0 whenever ¢ > 0. Since by construction the projection of Z on
the space of variables (p, 1 < ¢ < L, is exactly Z, a pair (¢, X(-)) is feasible for
(S) if and only if it is feasible for the AARC of (14.3.6), the information base being
given by Iy,...,I,. The bottom line is, that when Z is not a box, the tractable
problem (S), while still producing robust feasible decisions, is at least as flexible as
the AARC. Whether this “at least as flexible” is or is not “more flexible,” depends
on the application in question, and since both (S) and AARC are tractable, it is
easy to figure out what the true answer is.

Here is a toy example. Let L = 2, n = 2, and let (14.3.6) be the uncertain
problem

12> C

T1 > —C

x2 > w1+ 3¢1/5+4(2/5
X2 2 1 —3(1/5—44-2/5

mxin To: Iz <15,

with fully adjustable variable ;1 and non-adjustable variable z2. Due to the
extreme simplicity of our problem, we can immediately point out an optimal
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solution to the unrestricted ARC, namely,

X1(¢) = [¢1], 2 = Opt(ARC) = H?ﬁ?cl[\cll + 13¢1 + 4¢2| /5] = % ~ 1.7889.
Now let us compare Opt(ARC) with the optimal value Opt(AARC) of the
AARC and with the optimal value Opt(RARC) of the restricted ARC where
the decision rules are allowed to be affine in [(/]+, £ = 1,2 (as always, [a]+ =
max/a, 0] and [a]- = max[—a, 0]). The situation fits B, so that we can process
the RARC as it is. Noting that a = [a]+ — [a]—, the decision rules that are
affine in [(]+, £ = 1,2, are exactly the same as the decision rules (14.3.7),
where Fp, £ = 1,2, are the spaces of piecewise linear functions on the axis
with the only breakpoint 0. We see that up to the fact that Z is a circle rather
than a square, the situation fits C.1 as well, and we can process RARC via
its safe tractable approximation (S). Let us look what are the optimal values
yielded by these 3 schemes.

e The AARC of our toy problem is

X1(€;
Opt(AARC) = min {xz c E+n =G (a)
o281 w2 > X1(¢) + 3¢ +4¢2|/5  (b)

V(¢ el < 1)}

This problem can be immediately solved. Indeed, (a) should be valid for
¢ =¢' =[1;0] and for ¢ = ¢ = —¢*, meaning that X;(+¢') > 1, whence
€ > 1. Further, (b) should be valid for ¢ = ¢* = [3;4]/5 and for ¢ = ¢* = —¢3,
meaning that 2 > X1(£¢?) + 1, whence 2 > £ +1 > 2. We see that the
optimal value is > 2, and this bound is achievable (we can take X;(-) = 1 and
22 = 2). As a byproduct, in our toy problem the AARC is as conservative as
the RC.

e The RARC of our problem as given by B is

X1(0)
Opt(RARC) =  min {;m C (i H 0l > G|
e w2 > X1(0) + [3¢1 + 4¢2|/5
V(¢ =[G ¢ G365 GG ) € 2)},
¢ ¢t [

Z={Cic=¢" = F 20T+ Tl < 1)

We can say in advance what are the optimal value and the optimal solution to
the RARC — they should be the same as those of the ARC, since the latter,
as a matter of fact, admits optimal decision rules that are affine in |(1], and
thus in [(¢]+. Nevertheless, we have carried out numerical optimization which
yielded another optimal solution to the RARC (and thus - to ARC):

Opt(RARC) = x2 = 1.7889,
€ =1.0625,n = [0;0], 7+ = n_ = [0.0498; —0.4754],

which corresponds to X1(¢) = 1.0625 + 0.0498|(1| — 0.4754|¢2.
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e The safe tractable approximation of the RARC looks as follows. The map-
ping ¢ — (¢[¢] in our case is

[C15¢2] = [C1,0 = C15¢1,1 = max[(1,0]; (2,0 = C2; (2,1 = max|(2, 0]],

the tractable description of Zt as given by C.1 is

—1<Co<1
{{C&} ilé 8 0< Cu;(zo < 1*1411 <1 }’EZ 172}

and the sets 2/,7\0, Z' are given by

={{Gtior s+ G <1} =00
Consequently, (S) becomes the semi-infinite LO problem

Xi(Q) =€+ Z@ 12 MeiCei > (1,0

( ) §+ZZ 1277&(& = Cl,o
ZESE DI %Céz [3¢1,0 +4C2,0]/5
T2 > E+ E/z 12 2 MeiCei — [3¢10 + 4C2,0]/5

1<Co<1b=12

Ve={Cu}: 0<Cn—Co<l—Ca<1=1,2 }

Opt(S) = min }{xz :

z2,&,{ne;

Computation results in

Opt(S) = az = 25H¥8209 ~ 1 9267,
Xi(¢) =5 — 2. O[Cll + &8¢, 1[C1}+ w5C20lC] = 5 + 2G|+ g5

As it could be expected, we get 2 = Opt(AARC) > 1.9267 = Opt(S) >
1.7889 = Opt(RARC) = Opt(ARC). Note that in order to get Opt(S) <
Opt(AARC), taking into account Z' is a must: in the case of C.1, whatever
be Z and a box ZT O Z, with Z=Z2"NZ° we gain nothing as compared to
the genuine affine decision rules.

D. Quadratic decision rules, ellipsoidal uncertainty set. In this case,

~ T
<l = [ T ]

is comprised of the entries of ¢ and their pairwise products (so that the associated
decision rules (14.3.5) are quadratic in ¢), and Z is the ellipsoid {¢ € R : [|Q¢]2 <
1}, where @Q has a trivial kernel. The convex hull of the image of Z under the

quadratic mapping ¢ — E [C] is easy to describe:

Lemma 14.3.7. In the above notation, the set Z = Conv{C[¢] : [|Q(||2 < 1}
is a convex compact set given by the semidefinite representation as follows:

- {2: [ﬂ%} €St (4 [H»} =0, Tr(QWQT) < 1}.

Proof. It is immediately seen that it suffices to prove the statement when Q = I,
which we assume from now on. Besides this, when we add to the mapping ([¢] the constant

matrix [L’»} , the convex hull of the image of Z is translated by the same matrix. It
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follows that all we need is to prove that the convex hull Q of the image of the unit

N T
Euclidean ball under the mapping ¢ — ¢[¢] = { 2 CCC } can be represented as
11 vt L1, 2 T
Q=1{C=|—t5| €S {z0mEWQ) < 1) (14.3.15)

Denoting the right hand side in (14.3.15) by @, both Q and Q are nonempty convex
compact sets. Therefore they coincide if and only if their support functions are identical.®

1 T
We are in the situation where Q is the convex hull of the set { { c CCC } (e < 1},

so that the support function of Q is

an-mpe{mom: - [ st o [of]ew

We have

6(P) = max {Tr(PZ) Z= { é CCCT

= max {¢"R¢+2¢"C+p:CT¢ <1}

=min{7:7>("R¢C+2¢"¢+pV(¢(:¢T¢C <)}

= mTin{T S (r—p)t? = CTRC —2tqT¢ > 0V((¢,t) : ¢T¢ < t2)}

- m:in (723020 (r — p)t2 — CTRC — 2tq7¢ — A(t2 — ¢T¢) > 0¥((, 1)} [S-Lemma]

T
:min{T:[Tﬁpi}\‘ 4 :|§0,)\ZO}

} with ¢T¢ < 1}

A —q¢ | M-R
= max {up—!—Qqu—FTr(RW)'Tr({T_)\‘ }{u‘vT ])—i—r)\
w,v,W,r ’ ‘ Vi v ‘ w
u | T
=7v(T, A), [ o7 =0,r> O} [semidefinite duality]

’UT

_ T .
—Igl’zvlac p+2v" ¢+ Tr(RW) : i =0, Tr(W) <1

s (e (p[2L2]) [ e )

Thus, the support function of Q indeed is identical to the one of 0. d

Corollary 14.3.8. Consider a fixed recourse uncertain LO problem (14.3.6)
with an ellipsoid as an uncertainty set, where the adjustable decision variables are
allowed to be quadratic functions of prescribed portions P;( of the data. The
associated ARC of the problem is computationally tractable and is given by an
explicit semidefinite program of the sizes polynomial in those of instances and in
the dimension L of the data vector.

1The support function of a nonempty convex set X C R is the function f(£) = SUP,.¢c x &y .
R™ — RU {4+o0}. The fact that two closed nonempty convex sets in R™ are identical, if and only
if their support functions are so, is readily given by the Separation Theorem.
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E. Quadratic decision rules and an uncertainty set that is an intersection of con-
centric ellipsoids. Here the uncertainty set Z is N-ellipsoidal:

Z=2,={CeR":(TQ;(<p* 1<) < J}
Q= 0,50, - 0]

(14.3.16)

(cf. section 7.2), where p > 0 is an uncertainty level, and, as above, Z[(] =

T
[ c CCCT }, so that our intention is to process the ARC of an uncertain prob-

lem corresponding to quadratic decision rules. As above, all we need is to get a
tractable representation of the convex hull of the image of Z, under the nonlinear
mapping ¢ — Z[(] This is essentially the same as to find a similar representation
of the convex hull é’\p of the image of Z, under the nonlinear mapping

~ CT
— = ;
indeed, both convex hulls in question can be obtained from each other by simple

linear transformations. The advantage of our normalization is that now Z, = p2;
and Z, = pZi, as it should be for respectable perturbation sets.

While the set ZAp is, in general, computationally intractable, we are about
to demonstrate that this set admits a tight tractable approximation, and that the
latter induces a tight tractable approximation of the “quadratically adjustable” RC
of the Linear Optimization problem in question. The main ingredient we need is
as follows:

Lemma 14.3.9. Consider the semidefinite representable set

W, =pWi, Wy ={(= D =0, Te(WQ;)<1,1<j<J
p_p 1, 1 — - U‘W . ’U‘W Yy 1) = 5 —.]— .
(14.3.17)

Then R R
Vp>0:2,CW, C Zy,, (14.3.18)
where ¥ = O(1) In(J + 1) and J is the number of ellipsoids in the description of Z,,.

Proof. Since both ZA,) and )7\/\,) are nonempty convex compact sets containing the
origin and belonging to the subspace Sg“ of STH1 comprised of matrices with the first
diagonal entry being zero, to prove (14.3.18) is the same as to verify that the corresponding
support functions

dw, (P) = max Tr(P(), ¢5 (P) = max Tr(P(),
cew, e Cez,

considered as functions of P € S{*!, satisfy the relation
62, () < bw,() < 05, (-
Taking into account that Z, = 521, s > 0, this task reduces to verifying that

65, () < dw, () <903 ().
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T

Thus, all we should prove is that whenever P = { » Z;{ } € Sg“, one has

max Tr(PC) < max Tr(PC) < o max Tr(PQ).
ez, Zew, lez,

Recalling the origin of ZAP, the latter relation reads

T
VP = { ; 1‘}% } : Optp(p) = mgx{2pT<+ SCTRC:(TQiC<p* 1< < J}

~

< SDPp(p) = max Tr(P() < 90ptp(p) = Opt p(0p).
Cew,

(14.3.19)
Observe that the three quantities in the latter relation are of the same homogeneity degree
w.r.t. p > 0, so that it suffices to verify this relation when p = 1, which we assume from
now on.

We are about to derive (14.3.19) from the Approximate S-Lemma (Theorem B.3.1 in
the Appendix). To this end, let us specify the entities participating in the latter statement
as follows:

z = [t;¢] € R} x RE;
e A= P, thatis, 2T Az = 2tpT ¢ + ¢TR¢;

B= {i’»}, that is, 27 Bz = ¢2;
Bj = |:<’Q7]:|’ 1 SJ S ']7 that iS, J]TB]'ZU = CTngv

o p=1.

With this setup, the quantity Opt(p) from (B.3.1) becomes nothing but Optp(1), while
the quantity SDP(p) from (B.3.2) is

SDP(1) = max {Tr(AX) : Te(BX) < 1, Tr(B;X) <1, 1 < j < J,. X = 0}

u<l1
)<1,1<5<
= max { 2pTv + Tr(RW) : Tr(WQJ)*%JI*J*J
X u v
X = ]EO
v | W

= max 2pT1)+Tr(RW) : { 1
v

E
= max Tr(PE):Z:[U VH {%}50

¢
= SDPp(1).

With these observations, the conclusion (B.3.4) of the Approximate S-Lemma reads

Optp(1) < SDPp(1) < Opt(Q(J)), Q(J) = 9.19v/In(J + 1) (14.3.20)
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where for 2 > 1

Opt(Q) = max {27 Az : 2" Bz < 1,27 Bz < Q*}
= max {2p" ¢+ ("RC: 1 < 1,¢TQiC < @ 1< j < J}

maX{QpTCJrCTRC (TQiC <1< <}

= max {QQp )+ Q20" Ry :nTQm <1, 1<j<J}

n=Q-
< QQmaX{2p n+n"Rn:n'Qm<1,1<j<J}
n
= Q?0Opt(1).
Setting ¥ = Q*(J), we see that (14.3.20) implies (14.3.19). O

Corollary 14.3.10. Consider a fixed recourse uncertain LO problem (14.3.6)
with N-ellipsoidal uncertainty set Z, (see (14.3.16)) where one seeks robust optimal
quadratic decision rules:

T =p;+ quﬁj (Zp[d)

CT
o = lc 1<<T] (14.3.21)

o Pj . linear mappings from SE+! to R
e p; €R,g; € R" : parameters to be specified

The associated Adjustable Robust Counterpart of the problem admits a safe
tractable approximation that is tight within the factor ¥ given by Lemma 14.3.9.

Here is how the safe approximation of the Robust Counterpart mentioned in
Corollary 14.3.10 can be built:

i) We write down the optimization problem

) al t;x] +boe =t —cla —de >0
t: 96 ¢ P
I?,lacn{ a?[ z] +bic = 3& —bic>0,i=1,...m (P)

where AiT< is i-th row in A¢ and bj¢ is i-th entry in be;

i1) We plug into the m+1 constraints of (P), instead of the original decision vari-
ables x;, the expressions p; + quﬁj (Ep [C]), thus arriving at the optimization
problem of the form
I[rtl.iyr]l{t:aiTE[t;y]—&—ﬁiEZO,Ogigm}, (P")
Where y is the collection of coeflicients p;, g; of the quadratic decision rules,
C is our new uncertain data — a matrix from S; L+ (see p. 384), and o> i B

are affine in C , the affinity being ensured by the assumption of fixed recourse.
The “true” quadratically adjustable RC of the problem of interest is the semi-
infinite problem

mm{t W€ Z,: alftiy] + Bz >0, O<z<m} (R)
[£59]
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obtained from (P’) by requiring the constraints to remain valid for all Z € ZAp,
the latter set being the convex hull of the image of Z, under the mapping
¢ — Zp[(]. The semi-infinite problem (R) in general is intractable, and we
replace it with its safe tractable approximation
r[?iyr]l{t:VZEWp:a?z[t;y}+5i220,0§i§m}7 (R')
where W, is the semidefinite representable convex compact set defined in
Lemma 14.3.9. By Theorem 1.3.4, (R’) is tractable and can be straightfor-
wardly converted into a semidefinite program of sizes polynomial in n = dim =,
m and L = dim (. Here is the conversion: recalling the structure of QA“ and
setting z = [t; x], we can rewrite the body of i-th constraint in (R') as

a?zz—kﬁigEai[z]‘FTr( { v 1;; } {pi[z] Zg[[j]] })7

¢

where a;[z], pi[z] and P;[z] = PT[z] are affine in 2. Therefore, invoking the

definition of W, = pW; (see Lemma 14.3.9), the RC of the i-th semi-infinite
constraint in (R') is the first predicate in the following chain of equivalences:

m‘i/[r/l {ai (2] + 2pv T p;[2] + pTe (W P;[2])

U?

[i %}io,TqWQj)gl,lsJ'sJ}zO (a:)
A>0
AN =[N A ail2] — 32, X ppilel w0 &)
ppilsl | pPlel+ 32,00, | T

where {} is given by Semidefinite Duality. Consequently, we can reformulate
(R') equivalently as the semidefinite program

min Q1 ppil2l | pPEIH Y NQ; | T
() Ni>0,0<i<m,1<j<J

The latter SDP is a 9-tight safe tractable approximation of the quadratically
adjustable RC with 9 given by Lemma 14.3.9.

14.3.3 The AARC of Uncertain Linear Optimization Problem Without Fixed
Recourse

We have seen that the AARC of an uncertain LO problem

C= {minm {c?erdg:A{xzbg}:CGZ}

14.3.22
[cc,de, A, be « affine in (] ( )
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with computationally tractable convex compact uncertainty set Z and with fixed
recourse is computationally tractable. What happens when the assumption of
fixed recourse is removed? The answer is that in general the AARC can become
intractable (see [13]). However, we are about to demonstrate that for an ellipsoidal
uncertainty set Z = Z, = {¢ : ||Q¢|l2 < p}, KerQ = {0}, the AARC is com-
putationally tractable, and for the N-ellipsoidal uncertainty set Z = Z, given by
(14.3.16), the AARC admits a tight safe tractable approximation. Indeed, for affine
decision rules
z; = X;(P;¢) = p;j +q PiC
the AARC of (14.3.22) is the semi-infinite problem of the form

mén] {t:V¢ € Z, aiclz] +bic >0,0<i<m}, (14.3.23)
z=[t;y

where y = {p;, q;}}_1, aic[#] is affine in z and quadratic in ¢, and b;¢ is quadratic
in ¢ (in fact just affine). Introducing, as we already have on several occasions, the
nonlinear mapping
CT
1T
¢ I

and denoting by §p the convex hull of the image of Z, under this mapping (so that
Z, = pZ1), we can rewrite the AARC equivalently as the semi-infinite problem

C'_’Ep[d = [

min {t e, alstf:200<i< m} (14.3.24)
z=[t;y v ‘
with e, ﬁif affine in { = [ T } In view of Theorem 1.3.4, all we need in

order to process (14.3.24) efficiently is a computationally tractable representation
of convex compact set ZAP = pgl, which we do have when Z, is an ellipsoid (see
Lemma 14.3.7). When Z,, is the N-ellipsoidal uncertainty (14.3.16), Lemma 14.3.9
provides us with a computationally tractable outer approximation W, of the set
2,) tight within factor ¥ = O(1)In(J + 1). Replacing in (14.3.24) the “difficult”
set ZAP with the “easy one” W,, we end up with an efficiently solvable problem
(completely similar to the one in Corollary 14.3.10), and this problem is a ¥-tight
safe approximation of (14.3.24).

In fact the above approach can be extended even slightly beyond just affine
decision rules. Specifically, in the case of an uncertain LO we could allow for the
adjustable “fixed recourse” variables x; — those for which all the coeflicients in
the objective and the constraints of instances are certain — to be quadratic in
P;(, and for the remaining “non-fixed recourse” adjustable variables to be affine in
P;¢. This modification does not alter the structure of (14.3.23) (that is, quadratic
dependence of ay¢, Bic on (), and we could process (14.3.24) in exactly the same
manner as before.
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14.3.4 lllustration: the AARC of Multi-Period Inventory Affected by Uncertain
Demand

We are about to illustrate the AARC methodology by its application to the simple
multi-product multi-period inventory model presented in Example 14.1.1 (see also
p. 358).

Building the AARC of (14.2.3). We first decide on the information base of the
“actual decisions” — vectors w; of replenishment orders of instants t = 1,..., N.
Assuming that the part of the uncertain data, (i.e., of the demand trajectory ¢ =
¢V = [¢1;..;¢n]) that becomes known when the decision on w; should be made
is the vector (!~ = [(1;...;(;_1] of the demands in periods preceding time ¢, we
introduce affine decision rules

w; = wy + Q¢ (14.3.25)
for the orders; here wy, 2; form the coefficients of the decision rules we are seeking.

The remaining variables in (14.2.3), with a single exception, are analysis vari-
ables, and we allow them to be arbitrary affine functions of the entire demand
trajectory ¢V:

v =&+ ECN, t=2,..., N+1 |[states]
y=m + H(N, t=1,...N [upper bounds on [z]4] (14.3.26)
=m +I,(N, t=1,..,N [upper bounds on [z:]_].

The only remaining variable C' — the upper bound on the inventory management
cost we intend to minimize — is considered as non-adjustable.

We now plug the affine decision rules in the objective and the constraints of
(14.2.3), and require the resulting relations to be satisfied for all realizations of the
uncertain data ¢V from a given uncertainty set Z, thus arriving at the AARC of
our inventory model:

minimize C
st. V(N e Z:
c>y", {Cat[nt + Hi¢N 4 e e + TN + ef ywr + QtCFl}
= AN G+ BN o+ U -G, 2<E<N
e+ =0T = { o+ wi—Crt=1 (14.3.27)
m+ HiCN >0, e+ Hi¢N > &+ 5V, 1<t <N
e+ LY >0, mp +ILCY > —& —E(N, 1<t <N
wy<w+ QM <w, 1<t< N
q" [me+ Hi V] <r

the variables being C' and the coefficients wy, €, ..., ¢, II; of the affine decision rules.

We see that the problem in question has fixed recourse (it always is so when
the uncertainty affects just the constant terms in conic constraints) and is noth-
ing but an explicit semi-infinite LO program. Assuming the uncertainty set Z to
be computationally tractable, we can invoke Theorem 1.3.4 and reformulate this



390 CHAPTER 14

semi-infinite problem as a computationally tractable one. For example, with box
uncertainty:
Z={CNeRY*:({ <G <, 1<t< N},

the semi-infinite LO program (14.3.27) can be immediately rewritten as an ex-
plicit “certain” LO program. Indeed, after replacing the semi-infinite coordinate-
wise vector inequalities/equations appearing in (14.3.27) by equivalent systems of
scalar semi-infinite inequalities/equations and representing the semi-infinite linear
equations by pairs of opposite semi-infinite linear inequalities, we end up with a
semi-infinite optimization program with a certain linear objective and finitely many
constraints of the form

V(G el Tl Ni<d):pt +Z<tpn

(¢ is the serial number of the constraint, y is the vector comprised of the decision
variables in (14.3.27), and p[y], pf;[y] are given affine functions of y). The above
semi-infinite constraint can be represented by a system of linear inequalities

C ptz[ ] ufz

Ctpti[ ] < uti
Pyl + Zt,z’ ufi <0,

in variables y and additional variables uf;. Putting all these systems of inequalities

together and augmenting the resulting system of linear constraints with our original

objective to be minimized, we end up with an explicit LO program that is equivalent
o (14.3.27).

Some remarks are in order:

i) We could act similarly when building the AARC of any uncertain LO prob-
lem with fixed recourse and “well-structured” uncertainty set, e.g., one given
by an explicit polyhedral/conic quadratic/semidefinite representation. In the
latter case, the resulting tractable reformulation of the AARC would be an
explicit linear/conic quadratic/semidefinite program of sizes that are polyno-
mial in the sizes of the instances and in the size of conic description of the
uncertainty set. Moreover, the “tractable reformulation” of the AARC can
be built automatically, by a kind of compilation.

i1) Note how flexible the AARC approach is: we could easily incorporate addi-
tional constraints, (e.g., those forbidding backlogged demand, expressing lags
in acquiring information on past demands and/or lags in executing the replen-
ishment orders, etc.). Essentially, the only thing that matters is that we are
dealing with an uncertain LO problem with fixed recourse. This is in sharp
contrast with the ARC. As we have already mentioned, there is, essentially,
only one optimization technique — Dynamic Programming — that with luck
can be used to process the (general-type) ARC numerically. To do so, one
needs indeed a lot of luck — to be “computationally tractable,” Dynamic
Programming imposes many highly “fragile” limitations on the structure and
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the sizes of instances. For example, the effort to solve the “true” ARC of
our toy Inventory problem by Dynamic Programming blows up exponentially
with the number of products d (we can say that d = 4 is already “too big”);
in contrast to this, the AARC does not suffer of “curse of dimensionality”
and scales reasonably well with problem’s sizes.

i11) Note that we have no difficulties processing uncertainty-affected equality con-
straints (such as state equations above) — this is something that we cannot
afford with the usual — non-adjustable — RC (how could an equation re-
main valid when the variables are kept constant, and the coefficients are
perturbed?).

iv) Above, we “immunized” affine decision rules against uncertainty in the worst-
case-oriented fashion — by requiring the constraints to be satisfied for all real-
izations of uncertain data from Z. Assuming ¢ to be random, we could replace
the worst-case interpretation of the uncertain constraints with their chance
constrained interpretation. To process the “chance constrained” AARC, we
could use all the “chance constraint machinery” we have developed so far
for the RC, exploiting the fact that for fixed recourse there is no essential
difference between the structure of the RC and that of the AARC.

Of course, all the nice properties of the AARC we have just mentioned have their
price — in general, as in our toy inventory example, we have no idea of how much we
lose in terms of optimality when passing from general decision rules to affine rules.
At present, we are not aware of any theoretical tools for evaluating such a loss.
Moreover, it is easy to build examples showing that sticking to affine decision rules
can indeed be costly; it even may happen that the AARC is infeasible, while the
ARC is not. Much more surprising is the fact that there are meaningful situations
where the AARC is unexpectedly good. Here we present a single simple example
(a much more advanced one is presented in section 15.2).

Consider our inventory problem in the single-product case with added con-
straints that no backlogged demand is allowed and that the amount of product in
the inventory should remain between two given positive bounds. Assuming box
uncertainty in the demand, the “true” ARC of the uncertain problem is well within
the grasp of Dynamic Programming, and thus we can measure the “non-optimality”
of affine decision rules experimentally — by comparing the optimal values of the
true ARC with those of the AARC as well as of the non-adjustable RC. To this end,
we generated at random several hundreds of data sets for the problem with time
horizon N = 10 and filtered out all data sets that led to infeasible ARC (it indeed
can be infeasible due to the presence of upper and lower bounds on the inventory
level and the fact that we forbid backlogged demand). We did our best to get
as rich a family of examples as possible — those with time-independent and with
time-dependent costs, various levels of demand uncertainty (from 10% to 50%), etc.
We then solved ARCs, AARCs and RCs of the remaining “well-posed” problems
— the ARCs by Dynamic Programming, the AARCs and RCs — by reduction to
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Opt(RC)
Range of Opt(AARC) 1 ](1,2]|(2,10] | (10,1000] | oo
Frequency in the sample || 38% | 23% | 14% 11% 15%

Table 14.1 Experiments with ARCs, AARCs and RCs of randomly generated single-
product inventory problems affected by uncertain demand.

explicit LO programs. The number of “well-posed” problems we processed was 768,
and the results were as follows:

i) To our great surprise, in every one of the 768 cases we have analyzed, the
computed optimal values of the “true” ARC and the AARC were identical.

Thus, there is an “experimental evidence” that in the case of our single-
product inventory problem, the affine decision rules allow one to reach “true
optimality.” It should be added that the phenomenon in question seems
to be closely related to our intention to optimize the guaranteed, (i.e., the
worst-case, w.r.t. demand trajectories from the uncertainty set), inventory
management cost. When optimizing the “average” cost, the ARC frequently
becomes significantly less expensive than the AARC.?

i1) The (equal to each other) optimal values of the ARC and the AARC in many
cases were much better than the optimal value of the RC, as it is seen from
table 14.1. In particular, in 40% of the cases the RC was at least twice as bad
in terms of the (worst-case) inventory management cost as the ARC/AARC,
and in 15% of the cases the RC was in fact infeasible.

The bottom line is twofold. First, we see that in multi-stage decision making
there exist meaningful situations where the AARC, while “not less computationally
tractable” than the RC, is much more flexible and much less conservative. Second,
the AARC is not necessarily “significantly inferior” as compared to the ARC.

14.4 ADJUSTABLE ROBUST OPTIMIZATION AND SYNTHESIS OF
LINEAR CONTROLLERS

While the usefulness of affine decision rules seems to be heavily underestimated
in the “OR-style multi-stage decision making,” they play one of the central roles
in Control. Our next goal is to demonstrate that the use of AARC can render
important Control implications.

20n this occasion, it is worthy of mention that affine decision rules were proposed many years
ago, in the context of Multi-Stage Stochastic Programming, by A. Charnes. In Stochastic Pro-
gramming, people are indeed interested in optimizing the expected value of the objective, and
soon it became clear that in this respect, the affine decision rules can be pretty far from being
optimal. As a result, the simple — and extremely useful from the computational perspective —
concept of affine decision rules remained completely forgotten for many years.
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14.4.1 Robust Affine Control over Finite Time Horizon

Consider a discrete time linear dynamical system

o = Z
T4l = Atxt + Btut + tht , t= O, 17 (1441)
yr = Ciry+ Didy

where z; € R"*, u; € R™, y, € R™ and d; € R" are the state, the control, the
output and the exogenous input (disturbance) at time ¢, and Ay, By, Cy, Dy, R; are
known matrices of appropriate dimension.

Notational convention. Below, given a sequence of vectors eg,eq,... and an
integer ¢ > 0, we denote by e’ the initial fragment of the sequence: et = [eq; ...; €4].
When t is negative, e, by definition, is the zero vector.

Affine control laws. A typical problem of (finite-horizon) Linear Control asso-
ciated with the “open loop” system (14.4.1) is to “close” the system by a non-
anticipative affine output-based control law

t
Uy = gy + ZT:OGtTyT (1442)

(here the vectors g; and matrices G, are the parameters of the control law). The
closed loop system (14.4.1), (14.4.2) is required to meet prescribed design specifi-
cations. We assume that these specifications are represented by a system of linear
inequalities

AwN <b (14.4.3)
on the state-control trajectory w¥ = [wg;...;TN41;U0;...;un] over a given finite
time horizon t = 0,1, ..., N.

An immediate observation is that for a given control law (14.4.2) the dynamics
(14.4.1) specifies the trajectory as an affine function of the initial state z and the
sequence of disturbances dV = (dy, ..., dn):

wh = w(J)V[fY] + WN[’Y]Cv ¢= (Z’dN)v

where v = {g:,G¢r,0 < 7 < t < N}, is the “parameter” of the underlying control
law (14.4.2). Substituting this expression for w¥ into (14.4.3), we get the following
system of constraints on the decision vector ~:

Alwy' ]+ WP <b. (14.4.4)

If the disturbances d”¥ and the initial state z are certain, (14.4.4) is “easy” — it is a
system of constraints on v with certain data. Moreover, in the case in question we
lose nothing by restricting ourselves with “off-line” control laws (14.4.2) — those
with Gy, = 0; when restricted onto this subspace, let it be called T', in the ~
space, the function w{ [y] + W [y]¢ turns out to be bi-affine in v and in ¢, so that
(14.4.4) reduces to a system of explicit linear inequalities on v € I'. Now, when
the disturbances and/or the initial state are not known in advance, (which is the
only case of interest in Robust Control), (14.4.4) becomes an uncertainty-affected
system of constraints, and we could try to solve the system in a robust fashion,
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e.g., to seek a solution v that makes the constraints feasible for all realizations
of ¢ = (z,d") from a given uncertainty set ZD", thus arriving at the system of
semi-infinite scalar constraints

Afwd [y + WNRHI¢] <b V¢ e ZDN. (14.4.5)

Unfortunately, the semi-infinite constraints in this system are not bi-affine, since
the dependence of w)’, W on ~ is highly nonlinear, unless ~ is restricted to vary
in I". Thus, when seeking “on-line” control laws (those where Gy, can be nonzero),
(14.4.5) becomes a system of highly nonlinear semi-infinite constraints and as such
seems to be severely computationally intractable (the feasible set corresponding
to (14.4.4) can be in fact nonconvex). One possibility to circumvent this difficulty
would be to switch from control laws that are affine in the outputs y; to those affine
in disturbances and the initial state (cf. approach of [55]). This, however, could
be problematic in the situations when we do not observe z and d; directly. The
good news is that we can overcome this difficulty without requiring d; and z to be
observable, the remedy being a suitable re-parameterization of affine control laws.

14.4.2 Purified-Output-Based Representation of Affine Control Laws and Effi-
cient Design of Finite-Horizon Linear Controllers

Imagine that in parallel with controlling (14.4.1) with the aid of a non-anticipating
output-based control law u; = Ui(yo, -.-, ¥+ ), we run the model of (14.4.1) as follows:

Zo = 0

J/C\H_l = Ata’ft + Btut (14 4 6)
= Ciy o
vi = Y — Ui

Since we know past controls, we can run this system in an “on-line” fashion, so that
the purified output vy becomes known when the decision on u; should be made. An
immediate observation is that the purified outputs are completely independent of
the control law in question — they are affine functions of the initial state and the
disturbances dy, ...,d;, and these functions are readily given by the dynamics of
(14.4.1).

Indeed, from the descriptions of the open-loop system and the model,
it follows that the differences d; = x; — &y evolve with time according
to the equations

(S() = Z
6t+1 = At—f—tht, tZO,l,...

while
Vy = C’t5t + Dtdt.

From these relations it follows that

vy = Vid +Viz (14.4.7)
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with matrices VI, V7 depending solely on the matrices A, B, ...
7 < t, and readily given by these matrices.

0<

7

Now, it was mentioned that vq, ..., vy are known when the decision on u; should be
made, so that we can consider purified-output-based (POB) affine control laws

t
Uy = I’Lt + ZT:OHtTUT.

The complete description of the dynamical system “closed” by this control is

plant:
o = Z
(a): Ter1 =  Asxy + Brug + Rydy
Yy = Cixy+ Dydy
model:
Zo = 0
VE Tir1 = A%y + By (14.4.8)
= Ciy
purified outputs:
(C) : Vi = Y — s
control law:
¢
(d): wu = hi+ Zo Hy v,

The main result. We are about to prove the following simple and fundamental
fact:

Theorem 14.4.1.

(i) For every affine control law in the form of (14.4.2), there exists a control
law in the form of (14.4.8.d) that, whatever be the initial state and a sequence
of inputs, results in exactly the same state-control trajectories of the closed loop
system;

(ii) Vice versa, for every affine control law in the form of (14.4.8.d), there
exists a control law in the form of (14.4.2) that, whatever be the initial state and

a sequence of inputs, results in exactly the same state-control trajectories of the
closed loop system;

(iii) [bi-affinity] The state-control trajectory w® of closed loop system (14.4.8)
is affine in z, d” when the parameters 1 = {ht, Her fo<r<t<n of the underlying
control law are fixed, and is affine in  when z, d" are fixed:

w™ = wn] + Q. [n)z + Qaln)d™ (14.4.9)
for some vectors w[n] and matrices Q,[n], Q4[n] depending affinely on 7.

Proof. (i): Let us fix an affine control law in the form of (14.4.2), and let
2y = Xe(z,d71), ug = Ug(2,dY), ys = Yi(2,d), vy = Vi(2,d") be the corresponding
states, controls, outputs, and purified outputs. To prove (i) it suffices to show that
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for every t > 0 with properly chosen vectors ¢; and matrices @, one has

V(z,d") : Yi(z,d") = q; +2Qh z,d"). (L)
7=0
Indeed, given the validity of these relations and taking into account (14.4.2), we
would have

(Z df) = 0t + ZGtT z, d’ ) = ht + ZHtT z dT) (IIt)
=0 =0
with properly chosen h;, H;., so that the control law in question can indeed be
represented as a linear control law via purified outputs.

We shall prove (I;) by induction in ¢. The base t = 0 is evident, since by
(14.4.8.a—) we merely have Yy(z,d°) = Vo(2,d°). Now let s > 1 and assume that
relations (I;) are valid for 0 < ¢t < s. Let us prove the validity of (I;). From the
validity of (I;), t < s, it follows that the relations (II;), ¢t < s, take place, whence,
by the description of the model system, z, = X, (2,d*71) is affine in the purified
outputs, and consequently the same is true for the model outputs 7, = }Z(z, ds—1by:

s—1
Vale,d* 1) = p+ Y P Vo(z, 7).
=0

We conclude that with properly chosen ps, P, we have

s—1
Yi(z,d%) = V(5 d* ) 4+ Vy(2,d%) = py + 3 Por Vi (2,d7) + Vi(2,d°),
T7=0

as required in (I,). Induction is completed, and (i) is proved.

(ii): Let us fix a linear control law in the form of (14.4.8.d), and let z; =
Xi(z,d™Y), 7 = Xi(z,dY), wp = Up(z, db), ye = Yi(z,db), vy = Vi(z,d") be the
corresponding actual and model states, controls, and actual and purified outputs.
We should verify that the state-control dynamics in question can be obtained from
an appropriate control law in the form of (14.4.2). To this end, similarly to the
proof of (i), it suffices to show that for every ¢ > 0 one has

Vi(z,d') = q +ZQ” (z,d") (I1L,)

7=0
with properly chosen ¢;, @Q:,. We again apply induction in t. The base t = 0 is
again trivially true due to Vg(z,d°) = Yy(z,d°). Now let s > 1, and assume that
relations (III;) are valid for 0 < ¢ < s, and let us prove that (III,) is valid as well.
From the validity of (IIl;), ¢ < s, and from (14.4.8.d) it follows that
t
t<s:>Ut(zd)—ct+ZCtT (z,d7)
7=0
with properly chosen ¢; and Cyr. From these relations and the description of the
model system it follows that its state X,(z,d*~1) at time s, and therefore the model
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output Y, (z,d*~1), are affine functions of Yy(z,d°),..., Ys_1(z,d*1):

s—1
Yo(z,d ) =ps+ > P YVr(z,d")
7=0

with properly chosen pg, Ps,. It follows that
Vi(z,d%) = Yy (z,d°) — Ya(z,d° 1) = Yy(2,d°) ZPSTY z,d"),

as required in (IIly). Induction is completed, and (ii) is proved.

(iii): For 0 < s <t let

t—1
At — ]:[’A,., s<t
I, s=t
Setting 0; = x; — T, we have by (14.4.8.a-b)
t—1
Sip1 = Aeby + Redy, 9= 2= 0, = Az + > AL, Ry,
s=0

(from now on, sums over empty index sets are zero), whence
vy = Crdr + Dydy = CLAGz + Z C, AT, \Rydy + D.d,. (14.4.10)

Therefore control law (14.4.8.d) implies that

. t
w = hy+ Hy v, = hy + H C AT | =z
t t TZ::O t t Tz:;) t 0
ve[n]
Nt[”?]

t—

Z

S=

H,;,D, + Z H,,C, AT R,

ds + Hy Dy dy
T=s+1

Nie[n]

Nts{ﬁ]

= z/t[n] + Nt[n}z + szi:O Nts[n]d37
(14.4.11)
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whence, invoking (14.4.8.a),

t—1 t—1
r, = Abz+ Zo At L [Brur + R d;) = ZAtTHBTht
= 7=0
pe[n]
+ AL+ ZA 1 BN, | ]
14.4.12
My [n] ( )
ioq [t=1
2. ZAtT-s-lBTNTsM + A1 BsRs
M [n)]
t—1
= Nt[n] + Mt[n]z + Z Mts[n]ds-
s=0

We see that the states z;, 0 < t < N + 1, and the controls us, 0 < t < N, of
the closed loop system (14.4.8) are affine functions of z, d", and the corresponding
“coefficients” p[n],...,Nis[n] are affine vector- and matrix-valued functions of the
parameters n = {hy, Hi- Jo<r<i<n of the underlying control law (14.4.8.d). O

The consequences. The representation (14.4.8.d) of affine control laws is in-
comparably better suited for design purposes than the representation (14.4.2),
since, as we know from Theorem 14.4.1.(iii), with controller (14.4.8.d), the state-

control trajectory w¥ becomes bi-affine in ( = (z,dV) and in the parameters
n={hy, Hi;,0 <7 <t < N} of the controller:
w? =Wy + QN [n)¢ (14.4.13)

with vector- and matrix-valued functions w™ [n], QN [n] affinely depending on 1 and
readily given by the dynamics (14.4.1). Substituting (14.4.13) into (14.4.3), we
arrive at the system of semi-infinite bi-affine scalar inequalities

AN +Q¥m¢] <b (14.4.14)

in variables 7, and can use the tractability results from chapters 1, 3, 11 in order to
solve efficiently the RC/GRC of this uncertain system of scalar linear constraints.
For example, we can process efficiently the GRC setting of the semi-infinite con-
straints (14.4.13)

al [wNn] + QN [n][z; dV]] — b; < oZdist(z, Z) + aldist(d¥, D)

VzdV Vi1, 14415)

where Z, DV are “good,” (e.g., given by strictly feasible semidefinite representa-
tions), closed convex normal ranges of z, dV, respectively, and the distances are
defined via the || - ||o norms (this setting corresponds to the “structured” GRC, see
Definition 11.1.2). By the results of section 11.3, system (14.4.15) is equivalent to
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the system of constraints
V(i,1<i<I):
(a) al [wN[n]+ QN [n][z;dN]] —b; <0 V[z;dN] € Z x DV (14.4.16)

(3

®) laf QM <ol (o) laf QY Il < g,

K2 ?
where QN [n] = [QY[n], @) [n]] is the partition of the matrix Q] corresponding
to the partition ¢ = [z;d™V]. Note that in (14.4.16), the semi-infinite constraints (a)
admit explicit semidefinite representations (Theorem 1.3.4), while constraints (b—c)
are, essentially, just linear constraints on 1 and on «f, aé. As a result, (14.4.16)
can be thought of as a computationally tractable system of convex constraints on

i

*, ay, and we can minimize under these constraints a

n and on the sensitivities «
“nice,” (e.g., convex), function of 7 and the sensitivities. Thus, after passing to the
POB representation of affine control laws, we can process efficiently specifications
expressed by systems of linear inequalities, to be satisfied in a robust fashion, on

the (finite-horizon) state-control trajectory.

The just summarized nice consequences of passing to the POB control
laws are closely related to the tractability of AARCs of uncertain LO
problems with fixed recourse, specifically, as follows. Let us treat the
state equations (14.4.1) coupled with the design specifications (14.4.3) as
a system of uncertainty-affected linear constraints on the state-control
trajectory w, the uncertain data being ¢ = [z;d"V]. Relations (14.4.10)
say that the purified outputs v; are known in advance, completely in-
dependent of what the control law in use is, linear functions of (. With
this interpretation, a POB control law becomes a collection of affine
decision rules that specify the decision variables u; as affine functions of
P¢ = [vo; v1; ...; v¢] and simultaneously, via the state equations, specify
the states x; as affine functions of P;_1{. Thus, when looking for a POB
control law that meets our design specifications in a robust fashion, we
are doing nothing but solving the RC (or the GRC) of an uncertain
LO problem in affine decision rules possessing a prescribed “informa-
tion base.” On closest inspection, this uncertain LO problem is with
fixed recourse, and therefore its robust counterparts are computation-
ally tractable.

Remark 14.4.2. It should be stressed that the re-parameterization of affine
control laws underlying Theorem 14.4.1 (and via this Theorem — the nice tractabil-
ity results we have just mentioned) is nonlinear. As a result, it can be of not much
use when we are optimizing over affine control laws satisfying additional restrictions
rather than over all affine control laws.

Assume, e.g., that we are seeking control in the form of a simple output-based
linear feedback:

Ut = thtA
This requirement is just a system of simple linear constraints on the parame-

ters of the control law in the form of (14.4.2), which, however, does not help
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much, since, as we have already explained, optimization over control laws in
this form is by itself difficult. And when passing to affine control laws in the
form of (14.4.8.d), the requirement that our would-be control should be a lin-
ear output-based feedback becomes a system of highly nonlinear constraints
on our new design parameters 7, and the synthesis again turns out to be
difficult.

Example: Controlling finite-horizon gains. Natural design specification
pertaining to finite-horizon Robust Linear Control are in the form of bounds on
finite-horizon gains z2x, z2u”, d2x”, d2u” defined as follows: with a linear, (i.e.,
with h; = 0) control law (14.4.8.d), the states z; and the controls u; are linear
functions of z and d”:

zy = X{ )z + X{md", ue = Uf [)z + U [n)d™

with matrices X7[n],...,U{[n] affinely depending on the parameters 7 of the con-

trol law. Given ¢, we can define the z to z; gains and the finite-horizon z to x

gain as 22x;(n) = max{||X7[n]z]loo : |2llc < 1} and z2xV(n) = Or<na<>§vz2xt(77).
z <t<

The definitions of the z to u gains z2u;(n), z2u” (n) and the “disturbance to z/u”
gains d2x,(n), d2x™ (n), d2u,(n), d2u” () are completely similar, e.g., d2u;(n) =
rg%x{HUtd[n]dNHoo ldN oo < 1} and d2u® () = [max d2u;(n). The finite-horizon

gains clearly are nonincreasing functions of the time horizon N and have a transpar-
ent Control interpretation; e.g., d2x” () (“peak to peak d to = gain”) is the largest
possible perturbation in the states x;, t = 0,1, ..., N caused by a unit perturbation
of the sequence of disturbances d, both perturbations being measured in the || ||
norms on the respective spaces. Upper bounds on V-gains (and on global gains like
d2x>°(n) = sup N> d2x” (1)) are natural Control specifications. With our purified-
output-based rep;esentation of linear control laws, the finite-horizon specifications
of this type result in explicit systems of linear constraints on 7 and thus can be
processed routinely via LO. For example, an upper bound dQXN(n) < X on d2xV
gain is equivalent to the requirement Zj|(Xtd[77])ij\ < X for all ¢ and all t < N;
since X¢ is affine in 7, this is just a system of linear constraints on 7 and on appro-
priate slack variables. Note that imposing bounds on the gains can be interpreted
as passing to the GRC (14.4.15) in the case where the “desired behavior” merely
requires w” = 0, and the normal ranges of the initial state and the disturbances
are the origins in the corresponding spaces: Z = {0}, DY = {0}.

14.4.2.1 Non-affine control laws

So far, we focused on synthesis of finite-horizon affine POB controllers. Acting in
the spirit of section 14.3.2, we can handle also synthesis of quadratic POB control
laws — those where every entry of u;, instead of being affine in the purified outputs
vt = [vg; ...;v¢], is allowed to be a quadratic function of vt. Specifically, assume that
we want to “close” the open loop system (14.4.1) by a non-anticipating control law

in order to ensure that the state-control trajectory w'¥ of the closed loop system
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satisfies a given system S of linear constraints in a robust fashion, that is, for
all realizations of the “uncertain data” ¢ = [z;d"™] from a given uncertainty set
Z[],V = pZN (p > 0 is, as always, the uncertainty level, and Z > 0 is a closed convex
set of “uncertain data of magnitude < 1”). Let us use a quadratic POB control law

in the form of 1

uj = hg, + hl 0t + ;[vt]THi,tvt, (14.4.17)
where u! is i-th coordinate of the vector of controls at instant ¢, and hY,, h;; and
H;, are, respectively, real, vector, and matrix parameters of the control law.?> On
a finite time horizon 0 < ¢ < N, such a quadratic control law is specified by
p and the finite-dimensional vector n = {h,, his, Hi; } 1Si<dimu . Now note that the
purified outputs are well defined for any non-anticipating control law, not necessary
affine, and they are independent of the control law linear functions of {* = [z;d!].
The coefficients of these linear functions are readily given by the data A, ..., D,
0 <7 <t (see (14.4.7)). With this in mind, we see that the controls, as given
by (14.4.17), are quadratic functions of the initial state and the disturbances, the
coefficients of these quadratic functions being affine in the vector 1 of parameters
of our quadratic control law:

) 1
ub = UL ] + [z d7US ) + Sl dTUP [n)[2; d'] (14.4.18)

with affine in 7 reals/vectors/matrices Ui(:) [n], k = 0,1, 2. Plugging these represen-
tations of the controls into the state equations of the open loop system (14.4.1), we
conclude that the states 27 of the closed loop system obtained by “closing” (14.4.1)
by the quadratic control law (14.4.17), have the same “affine in 7, quadratic in
[2;d"]” structure as the controls:

) _ 1 _ _
b = X[+ [z d X )+ ;[z; AT XD [z dt Y (14.4.19)
with affine in 7 reals/vectors/matrices Xj(f), k=0,1,2.

Plugging representations (14.4.18), (14.4.19) into the system S of our target
constraints, we end up with a system of semi-infinite constraints on the parameters
71 of the control law, specifically, the system

1
ax[n) +2¢  pin] + ;cTRk[n]c <OVC=[zdV] e ZN =pZN k=1,.. K,

(14.4.20)
{ P [1] ]
pe[n] | Re[n] |

~ T ~
¢pl¢] = { R CCCT ] and denoting by ZF],V the convex hull of the image of the set
Zév under the mapping ¢ — Ep [€], system (14.4.20) can be rewritten equivalently

where ag[n], pr[n] and Ri[C] are affine in n. Setting Py[n] =

3The specific way in which the uncertainty level p affects the controls is convenient technically
and is of no practical importance, since “in reality” the uncertainty level is a known constant.
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as
ar[n] + Tr(Pu[n]¢) <0V € Z) = pZY k=1,...K) (14.4.21)

and we end up with a system of semi-infinite bi-affine scalar inequalities. From the

results of section 14.3.2 it follows that this semi-infinite system:

e is computationally tractable, provided that ZV is an ellipsoid {¢ : ¢(TQ¢ < 1},
Q = 0. Indeed, here ZI¥ is the semidefinite representable set

{[wﬂ:[iﬁ]wmm@q};

e admits a safe tractable approximation tight within the factor ¢ = O(1) In(J+
1), provided that Z% is the N-ellipsoidal uncertainty set {( : CTQjC <1,1<
j < J}, where @; = 0 and 3, @; > 0. This approximation is obtained when
replacing the “true” uncertainty set Z/f,ﬁv with the semidefinite representable
set

T . 1‘wT '
W=l s [ o] omee) s ur i<y

(recall that ZN ¢ W, C Z)).

14.4.3 Handling Infinite-Horizon Design Specifications

One might think that the outlined reduction of (discrete time) Robust Linear Con-
trol problems to Convex Programming, based on passing to the POB representa-
tion of affine control laws and deriving tractable reformulations of the resulting
semi-infinite bi-affine scalar inequalities is intrinsically restricted to the case of
finite-horizon control specifications. In fact our approach is well suited for handling
infinite-horizon specifications — those imposing restrictions on the asymptotic be-
havior of the closed loop system. Specifications of the latter type usually have to
do with the time-invariant open loop system (14.4.1):

o — Z
Tey1 = Axg+Bur+ Rdy ,t=0,1,... (14.4.22)
¥y = Cxy+ Dd;

From now on we assume that the open loop system (14.4.22) is stable, that is, the
spectral radius of A is < 1 (in fact this restriction can be somehow circumvented, see
below). Imagine that we “close” (14.4.22) by a nearly time-invariant POB control
law of order k, that is, a law of the form

k—1
uy = hy + Zs:o Hlv,_,, (14.4.23)

where hy = 0 for ¢ > N, and Hﬁ = H, for t > N, for a certain stabilization time
N,. From now on, all entities with negative indices are set to 0. While the “time-
varying” part {hy, H:,0 < ¢t < N.} of the control law can be used to adjust the
finite-horizon behavior of the closed loop system, its asymptotic behavior is as if
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the law were time-invariant: h; = 0 and H! = H, for all ¢ > 0. Setting &; = z; — Ty,
H'=[H{,...,H} ||, H=[Hy,..., H;_1], the dynamics (14.4.22), (14.4.6), (14.4.23)
is given by

w1 Ay [HY]
—N—
Ti41 A| BH!C BH!C ... BH._,C
Ot41 A
0t A Wi
Ot—k+t2 A
Ry[H']
r R| BHSD BH!D ... BH. D 7T d
7 d (14.4.24)
n R di—1
L R di—k+1
[ Bhy
0
w1 . |,t=0,1,2,..,
L O
ur = he+ Y FZSHLCO—y + Ddy—y).

We see that starting with time N,, dynamics (14.4.24) is exactly as if the underlying
control law were the time invariant POB law with the parameters h; = 0, H' = H.
Moreover, since A is stable, we see that system (14.4.24) is stable independently of
the parameter H of the control law, and the resolvent Ry (s) := (sI — A, [H])™! of
A, [H] is the affine in H matrix

Ra(s) | Ra(s)BHoCRA(S) | Ra(s)BH1CRA(S) | ... | Ra(s)BHp_1CR A(s)
Ra(s)

Ral(s)

Ra(s)
(14.4.25)

where Ra(s) = (sI — A)~! is the resolvent of A.

Now imagine that the sequence of disturbances d; is of the form d; = s'd,
where s € C differs from 0 and from the eigenvalues of A. From the stability of
(14.4.24) it follows that as ¢ — oo, the solution w; of the system, independently of
the initial state, approaches the “steady-state” solution @; = s*H(s)d, where H(s)
is certain matrix. In particular, the state-control vector w; = [iﬂ approaches, as
t — o0, the trajectory w; = s*H,.,(s)d. The associated disturbance-to-state/control
transfer matrix Hg,, (s) is easily computable:

_ Hals) -

Ra(s) |R+ ZI::)S_”BHV D+ CRA(S)Rﬂ

- (14.4.26)

X s 1D+ CRa)R

L Hu(s)
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The crucial fact is that the transfer matrix H,(s) is affine in the parameters
H = [Hy, ..., H,_1] of the nearly time invariant control law (14.4.23). As a result,
design specifications representable as explicit convex constraints on the transfer
matrix Hqq,(s) (these are typical specifications in infinite-horizon design of linear
controllers) are equivalent to explicit convex constraints on the parameters H of the
underlying POB control law and therefore can be processed efficiently via Convex
Optimization.

Example: Discrete time H., control. Discrete time H,, design specifi-
cations impose constraints on the behavior of the transfer matrix along the unit
circumference s = exp{w}, 0 < w < 2m, that is, on the steady state response of
the closed loop system to a disturbance in the form of a harmonic oscillation.*. A
rather general form of these specifications is a system of constraints

1Qi(8) — Mi(8)Hau(s)Ni(s)|| <75 V(s = exp{w} :w € Ay), (14.4.27)

where Q;(s), M;(s), N;(s) are given rational matrix-valued functions with no sin-
gularities on the unit circumference {s : |s| = 1}, A; C [0, 27] are given segments,
and | - || is the standard matrix norm (the largest singular value).

We are about to demonstrate that constraints (14.4.27) can be represented
by an explicit finite system of LMIs; as a result, specifications (14.4.27) can be
efficiently processed numerically. Here is the derivation. Both “transfer functions”
H.(s), Hu(s) are of the form ¢~ 1(s)Q(s, H), where ¢(s) is a scalar polynomial
independent of H, and Q(s, H) is a matrix-valued polynomial of s with coefficients
affinely depending on H. With this in mind, we see that the constraints are of the
generic form

Ip~1(s)P(s, H)|| < 7V(s = exp{w} : w € A), (14.4.28)
where p(-) is a scalar polynomial independent of H and P(s, H) is a polynomial in
s with m X n matrix coefficients affinely depending on H. Constraint (14.4.28) can
be expressed equivalently by the semi-infinite matrix inequality

{ 71y P(z,H)/p(z)
(P(z, H))"/(p(2))" 7l

(* stands for the Hermitian conjugate, A C [0,27] is a segment) or, which is the
same,

= 0VY(z = exp{w} :w € A)

Surle) = | OB GERlN L Blepla))Plepiut )
H,t

plexp{uw})(P(exp{w}, H))*  7p(exp{w})(p(exp{w}))In
= 0Vw e A.

4The entries of Hy (s) and Hy(s), restricted onto the unit circumference s = exp{w}, have very
transparent interpretation. Assume that the only nonzero entry in the disturbances is the j-th
one, and it varies in time as a harmonic oscillation of unit amplitude and frequency w. The steady-
state behavior of i-th state then will be a harmonic oscillation of the same frequency, but with
another amplitude, namely, |(Hy(exp{ww));;| and phase shifted by arg((Hz(exp{ww})ij). Thus,
the state-to-input frequency responses (Hy(exp{ww}));; explain the steady-state behavior of states
when the input is comprised of harmonic oscillations. The interpretation of the control-to-input
frequency responses (Huy(exp{ww}))i; is completely similar.
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Figure 14.3 Double pendulum: two masses linked by a spring sliding without friction
along a rod. Position and velocity of the first mass are observed.

Observe that S (w) is a trigonometric polynomial taking values in the space of
Hermitian matrices of appropriate size, the coefficients of the polynomial being
affine in H,7. It is known [53] that the cone P, of (coefficients of) all Hermitian
matrix-valued trigonometric polynomials S(w) of degree < m, which are > 0 for all
w € A, is semidefinite representable, i.e., there exists an explicit LMI

A(S,u) = 0

in variables S (the coefficients of a polynomial S(-)) and additional variables u such
that S(-) € P,, if and only if S can be extended by appropriate u to a solution of
the LMI. Consequently, the relation

A(SH,T7U) =0, (*)

which is an LMI in H, 7,u, is a semidefinite representation of (14.4.28): H, T solve
(14.4.28) if and only if there exists u such that H, 7, u solve (x).

14.4.4 Putting Things Together: Infinite- and Finite-Horizon Design Specifica-
tions

For the time being, we have considered optimization over purified-output-based
affine control laws in two different settings, finite- and infinite-horizon design spec-
ifications. In fact we can to some extent combine both settings, thus seeking affine
purified-output-based controls ensuring both a good steady-state behavior of the
closed loop system and a “good transition” to this steady-state behavior. The
proposed methodology will become clear from the example that follows.

Consider the open-loop time-invariant system representing the discretized
double-pendulum depicted on figure 14.3. The dynamics of the continuous time
prototype plant is given by

t = A.x+ B.u+ R.d
y = Cuz,
where
0o 1 0 O 0 0
-1 0 1 0 1 0 1 0 0 O
Ae=109 0 o 1|'B=|o| 7| o ’C_{o 10 0}
1 0 -1 O 0 -1
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(1,22 are the position and the velocity of the first mass, and x3, x4 those of the
second mass). The discrete time plant we will actually work with is

vy = Aowy + Bug + Rdy (14.4.29)
ye = Cuxy o

A A
where Ag = exp{A - A.}, B = [exp{sA.}Bcds, R = [exp{sA.}R.ds. System
(14.4.29) is not stable (absoluteovalues of all eigenvalugs of Ay are equal to 1),
which seemingly prevents us from addressing infinite-horizon design specifications
via the techniques developed in section 14.4.3. The simplest way to circumvent
the difficulty is to augment the original plant by a stabilizing time-invariant linear
feedback; upon success, we then apply the purified-output-based synthesis to the
augmented, already stable, plant. Specifically, let us look for a controller of the

form
Ut = Kyt + wy. (14430)
With such a controller, (14.4.29) becomes
Tyl — AxtJrBthert, A:A0+BKC (14431)

ye = Cuxy.

If K is chosen in such a way that the matrix A = Ay + BKC' is stable, we can apply
all our purified-output-based machinery to the plant (14.4.31), with w; in the role
of u, however keeping in mind that the “true” controls u; will be Ky; + wy.

For our toy plant, a stabilizing feedback K can be found by “brute force”
— by generating a random sample of matrices of the required size and selecting
from this sample a matrix, if any, which indeed makes (14.4.31) stable. Our search
yielded feedback matrix K = [—0.6950,—1.7831], with the spectral radius of the
matrix A = Ag+ BKC equal to 0.87. From now on, we focus on the resulting plant
(14.4.31), which we intend to “close” by a control law from Cg o, where Cy ¢ is the
family of all time invariant control laws of the form

t A
vy = y— Coy,
— Hi v, R R N 14.4.32
e TZ:;) t=r? { Tiy1 = Az 4+ Bwy, 2o =0 ( )

where H; = 0 when s > k. Our goal is to pick in Cg a control law with desired
properties (to be precisely specified below) expressed in terms of the following 6
criteria:

e the four peak to peak gains z2x, z2u, d2x, d2u defined on p. 400;

e the two H., gains

Hoo = max [(Ho(s)ly How= mae |(Hu(s))liy,

where H, and H, are the transfer functions from the disturbances to the
states and the controls, respectively.
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Optimized Resulting values of the criteria

criterion 22x 10 z2u™0 ‘ d2x™ ‘ d2u® ‘ Hy o ‘ Hoo
22x40 25.8 205.8 | 1.90 | 3.75 | 10.52 | 5.87
z2u*? 58.90 | 161.3 | 1.90 | 3.74 | 39.87 | 20.50

d2x™0 5773.1 | 137182 | 1.77 | 6.83 | 1.72 | 4.60
d2u® 1211.1 | 4903.7 | 1.90 | 2.46 | 66.86 | 33.67

Hy » 121.1 501.6 1.90 5.21 1.64 5.14
Hoou 112.8 460.4 1.90 4.14 8.13 1.48
H 72X ‘ z2u ‘ d2x ‘ d2u ‘ Hy o ‘ Hoo H

(14.4.34) 31.59 197.75 1.91 4.09 1.82 2.04
(14.4.35) 2.58 0.90 1.91 4.17 1.77 1.63

Table 14.2 Gains for time invariant control laws of order 8 yielded by optimizing, one
at a time, the criteria z2x°,....H, ., over control laws from F = {n € Cso :
d2x*[n] < 1.90} (first six lines), and by solving programs (14.4.34), (14.4.35)
(last two lines).

Note that while the purified-output-based control w; we are seeking is defined in
terms of the stabilized plant (14.4.31), the criteria z2u,d2u, He, , are defined in
terms of the original controls u; = Ky; +w; = KCz; +w; affecting the actual plant
(14.4.29).

In the synthesis we are about to describe our primary goal is to minimize the
global disturbance to state gain d2x, while the secondary goal is to avoid too large
values of the remaining criteria. We achieve this goal as follows.

Step 1: Optimizing d2x. As it was explained on p. 400, the optimization problem

;Ny) = mi 14.4.
Optqgx (k0 Ny) = min max d2x:[r] (14.4.33)

is an explicit convex program (in fact, just an LO), and its optimal value is a
lower bound on the best possible global gain d2x achievable with control laws from
Cro. In our experiment, we solve (14.4.33) for k = 8 and N, = 40, arriving at
Optqox(8,0;40) = 1.773. The global d2x gain of the resulting time-invariant control
law is 1.836 — just 3.5% larger than the outlined lower bound. We conclude that
the control yielded by the solution to (14.4.33) is nearly the best one, in terms of
the global d2x gain, among time-invariant controls of order 8. At the same time,
part of the other gains associated with this control are far from being good, see line
“d2x'%” in table 14.2.

Step 2: Improving the remaining gains. To improve the “bad” gains yielded
by the nearly d2x-optimal control law we have built, we act as follows: we look at
the family F of all time invariant control laws of order 8 with the finite-horizon

d2x gain d2x*[] = Jmax d2x;[n] not exceeding 1.90 (that is, look at the controls
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from Cg o that are within 7.1% of the optimum in terms of their da2x*? gain) and
act as follows:

A. We optimize over F, one at a time, every one of the remaining crite-

s 40 _ 40 _ 40 _
ria 22x 0] = max a2x[n), 2070 = max z2wfn), d2uTn] = max d2u,fn],

Hoo 2[n], Hoou[n], thus obtaining “reference values” of these criteria; these are lower
bounds on the optimal values of the corresponding global gains, optimization being
carried out over the set F. These lower bounds are the underlined data in table
14.2.

B. We then minimize over F the “aggregated gain”

22x0fn] | z20ln] | d20"n] | Hoowln] | Hoo.ulr]
25.8 161.3 2.46 1.64 1.48
(the denominators are exactly the aforementioned reference values of the corre-

sponding gains). The global gains of the resulting time-invariant control law of
order 8 are presented in the “(14.4.34)” line of table 14.2.

(14.4.34)

Step 3: Finite-horizon adjustments. Our last step is to improve the z2x and
z2u gains by passing from a time invariant affine control law of order 8 to a nearly
time invariant law of order 8 with stabilization time N, = 20. To this end, we solve
the convex optimization problem

d2x™[n] < 1.90
d2u™[n] < 420
. 9550 2150 ] - = 14.4.
Jin g 22570 ] + 220 o] Heoln) < 187 (14459
Hoo,u[n] S 2.09

(the right hand sides in the constraints for d2u”°[-], Heo 2], Hoo.u[-] are the slightly
increased (by 2.5%) gains of the time invariant control law obtained in Step 2). The
global gains of the resulting control law are presented in the last line of table 14.2,
see also figure 14.4. We see that finite-horizon adjustments allow us to reduce by
orders of magnitude the global z2x and z2u gains and, as an additional bonus, result
in a substantial reduction of H.,-gains.

Simple as this control problem may be, it serves well to demonstrate the
importance of purified-output-based representation of affine control laws and the
associated possibility to express various control specifications as explicit convex
constraints on the parameters of such laws.

14.5 EXERCISES

Exercise 14.1. Consider a discrete time linear dynamical system

o — Z

14.5.1
i1 = Agre+ Byug + Rydy, t = 0,1, ... ( )

where z; € R™ are the states, u; € R™ are the controls, and d; € RF are the
exogenous disturbances. We are interested in the behavior of the system on the
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finite time horizon ¢t = 0,1, ..., N. A “desired behavior” is given by the requirement
[Pw—qlloc <R (14.5.2)
on the state-control trajectory w = [xo;...; TN 4+1; Uo; -} UN]-

Let us treat ¢ = [z;dp; ...; dn] as an uncertain perturbation with perturbation
structure (Z, L, || - ||), where

Z={¢:|lK—=(lls <R}, L=R" [L = dim(]

and r,s € [1,00], so that (14.5.1), (14.5.2) become a system of uncertainty-affected
linear constraints on w”. We want to process the Affinely Adjustable GRC of the
system, where u; are allowed to be affine functions of the initial state z and the
vector of disturbances d* = [do;...;d;] up to time ¢, and the states x; are allowed
to be affine functions of z and d'~!. We wish to minimize the corresponding global
sensitivity.

In control terms: we want to “close” the open-loop system (14.5.1) with a

non-anticipative affine control law

wg = Ufz + ULdt + u? (14.5.3)

based on observations of initial states and disturbances up to time ¢ in such
a way that the “closed loop system” (14.5.1), (14.5.3) exhibits the desired
behavior in a robust w.r.t. the initial state and the disturbances fashion.

Write down the AAGRC of our uncertain problem as an explicit convex program
with efficiently computable constraints.

Exercise 14.2. Consider the modification of Exercise 14.1 where the cone
L = R” is replaced with

L ={[0;dp;...;dn]) :d: > 0,0 <t < N},
and solve the corresponding version of the Exercise.

Exercise 14.3. Consider the simplest version of Exercise 14.1, where (14.5.1)
reads

To z€R
Tep1 = Te+ur—dy, t=0,1,...,15,

(14.5.2) reads
0| =0,t=1,2,..,16, |u| =0,t=0,1,...,15
and the perturbation structure is
Z = {[2;do; ...;d15] = 0} C RYT, £ = {[0;do; di; ...;das]}, €]l = €]l
Assuming the same “adjustability status” of u; and z; as in Exercise 14.1,
i) Represent the AAGRC of (the outlined specializations of) (14.5.1), (14.5.2),

where the goal is to minimize the global sensitivity, as an explicit convex
program;
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i1) Interpret the AAGRC in Control terms;
i17) Solve the AAGRC for the values of 6 equal to 1.e6, 10, 2, 1.

Exercise 14.4. Consider a communication network — an oriented graph G
with the set of nodes V' = {1,...,n} and the set of arcs I'. Several ordered pairs of
nodes (4, j) are marked as “source-sink” nodes and are assigned traffic d;; — the
amount of information to be transmitted from node i to node j per unit time; the
set of all source-sink pairs is denoted by J. Arcs v € I of a communication network
are assigned with capacities — upper bounds on the total amount of information
that can be sent through the arc per unit time. We assume that the arcs already
possess certain capacities p,, which can be further increased; the cost of a unit
increase of the capacity of arc v is a given constant c,.

1) Assuming the demands d;; certain, formulate the problem of finding the
cheapest extension of the existing network capable to ensure the required source-
sink traffic as an LO program.

2) Now assume that the vector of traffic d = {d;; : (,7) € J} is uncertain and
is known to run through a given semidefinite representable compact uncertainty set
Z. Allowing the amounts xiﬂ of information with origin ¢ and destination j traveling
through the arc v to depend affinely on traffic, build the AARC of the (uncertain
version of the) problem from 1). Consider two cases: (a) for every (i,7) € J, x
can depend affinely solely on d;;, and (b) xif can depend affinely on the entire
vector d. Are the resulting problems computationally tractable?

3) Assume that the vector d is random, and its components are independent
random variables uniformly distributed in given segments A;; of positive lengths.
Build the chance constrained versions of the problems from 2).

14.6 NOTES AND REMARKS

NR 14.1. Multi-stage decision making problems, including those where the
decisions should be made in an uncertain environment, are of extreme applied
importance and therefore were on the “optimization agenda” for several decades,
essentially, since the birth of Mathematical Programming in late 1940s. Unfortu-
nately, because of the immense intrinsic complexity of these problems, there still
is a dramatic gap between what we would like to do and what we indeed can do.
Here is the opinion of George Dantzig, the founder of Mathematical Programming;:
“In retrospect it is interesting to note that the original problem that started my re-
search [on Linear and Mathematical Programming] is still outstanding — namely,
the problem of planning or scheduling dynamically over time, particularly planning
dynamically under uncertainty. If such a problem could be successtully solved it
could eventually through better planning contribute to the well-being and stability
of the world.” [43, p. 30]. We strongly believe that this opinion reflects equally
well the situations today and in 1991, when it was expressed.
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We think that the only “well defined” existing optimization technique for
uncertainty-affected multi-stage optimization problems is Dynamic Programming
(DP). When applicable, DP allows to solve the “true” ARC of the problem, which
is the huge advantage of the technique. Unfortunately, DP suffers of the “curse of
dimensionality” and becomes computationally impractical (except for rare cases of
problems with very specific structure) when the state dimension of the underlying
Markov decision process becomes something like 45 or more. Aside of DP, the main
traditional approach to multi-stage decision making under uncertainty is offered by
Multi-Stage Stochastic Programming that, typically, assumes the uncertain data
to be random with known distribution and offers to solve the uncertain problem in
general-type decision rules with a prescribed information base (typically, the deci-
sions of stage t = 1,..., N are allowed to depend on the portion ¢t = [(1;...; {;_1] of
the complete data (V). These decision rules should satisfy the constraints (exactly
or with a given close to 1 probability) and to minimize under these restrictions
the expected value of a given objective. While the model in question seems to
be adequate for what we actually want in multi-stage optimization, the difficulty
comes from the fact that as a rule, the multi-stage stochastic programming models
are severely computationally intractable, aside of problems of really rare and very
“fragile” structure. Specifically, the best known to us complexity bounds for V-

—2(N=1)) "¢ being the required

stage Linear Stochastic Programming [104] are O(e
accuracy. Practically speaking, it means that at the present level of our knowl-
edge, problems with N = 3 “most probably,” and problems with N > 4 “surely”
are far beyond the reach of computational methods capable of producing solutions
of reasonable accuracy in reasonable time. In light of these disastrous complexity
results, the reader could ask to which extent the Multi-Stage SP can be considered
as a practical tool for processing “really multi-stage” (N > 2) decision making
problems, and how should one interpret frequent claims of successful processing
of complicated problems with 5, 10, or even more stages. Well, this is how this
processing typically looks: first people discretize possible values of (; and build
" in the simplest case something like “(; can take values from such
and such set of low cardinality. Every one of these values can be augmented by the
values of ( from such and such low cardinality set (perhaps depending on (;); the
resulting pairs [(1; (2] can be augmented by the values of (3 from such and such
low cardinality set, perhaps depending on the pair, etc. The actual set of possible
realizations of ( is then replaced with the tree, the routes in the tree are somehow
assigned probabilities, and the “true” multi-stage problem is approximated with
the problem where the decision rules of step t are functions of the values of (*~!
coming from scenarios, i.e., they are functions on a finite set and thus can be rep-
resented by vectors. When, as is usually the case, the original uncertain problem
is an LO program, the resulting “restricted to the tree of scenarios” multi-stage
decision-making problem is just the usual large LO program that can be solved by
the LO machinery, perhaps adjusted to the specific “staircase structure” of the LO
in question.

“scenario trees,’
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With all due respect to practical results that can be obtained with this ap-
proach, it has a severe methodological drawback: it is absolutely unclear what the
resulting solution has to do with the problem we intend to solve. Strictly speaking,
we even cannot treat this solution as a candidate solution, bad or good alike, to the
original problem — the decision rules we end up with simply do not say what our
decisions should be when the actual realizations of the uncertain data differ from
the scenario realizations (this will happen with probability 1, provided that the true
distribution of uncertain data has no atoms). The standard answer to this question
is as follows: all we need are the first stage decisions, and they are independent of
uncertain data and thus are indeed yielded by the scenario approximation. In “real
life” we shall implement these decisions; after arriving at the second stage, we apply
the same scenario approximation to the problem with the number of stages reduced
by one, implement the resulting “here and now” decisions, etc. This answer still is
far from being satisfactory. First, there is no guarantee that with this approach at
the second, third, etc., stage we shall not meet an infeasible scenario approximation
— and this well can happen even when the “true” multi-stage problem is perfectly
feasible. The standard way to avoid this unpleasant possibility is to postulate
“complete recourse” — whatever be our “here and now” decisions that satisfy the
“here and now” constraints, the problem of the next stage will be feasible.® How-
ever, even under complete recourse and with all numerous tricks of Multi-Stage SP
aimed at reducing the number of scenarios, the question “how far from optimum,
in terms of the criterion we intend to minimize, are the decision rules we get with
the scenario approximation” remains unanswered; to the best of our knowledge, in
typical situations meaningful optimality guarantees become possible only with an
astronomically large, completely impractical, number of scenarios in the tree.

The dramatic theoretical gap between what Multi-Stage Stochastic Program-
ming intends to achieve and what, if any, it provably achieves disappears when
passing from the general-type decision rules to affine ones. Here we indeed achieve
what we intend to achieve, at least in the case of multi-stage uncertain LO with
a fixed recourse and tractable uncertainty set. Needless to say, the gap is closed
“from the bad end” — by replacing our actual (unreachable at the present state of
our knowledge) goal with an incomparably more modest one, and not by inventing
“Wunderwaffen” capable of solving a multi-stage problem to “true optimality.” On
a good side of the AARC approach, when the AARC is tractable and feasible, we
are indeed able to guarantee the validity of the constraints whatever be the realiza-
tion of the uncertain data from the uncertainty set — a feature that is not shared
by the scenario approximation of a multi-stage problem with incomplete recourse.
The bottom line is, that both the scenario and the AARC approach are very far
from being “ideal” tools for solving multi-stage decision making problems; what is

54In reality,” complete recourse means that when running out of money and other resources,
we can lend/buy what is absent, perhaps at a high price. More often than not this assumption is
as relevant as the famous advice given by the Queen of France Marie Antoinette (1755-1793) to
the peasants coming to her gate begging for food: “qu’ils mangent de la brioche.” ([If they have
no bread,] “let them eat cake.”)
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better in a particular situation depends on the situation and should be decided on
a “case by case” basis; thus both approaches seem to have the “right to exist.”

NR 14.2. The idea of affine decision rules is too old and too simple to be
easily attributable to a particular person/paper (especially taking into account
that linear controllers are commonplace in Control, a “close scientific relative”
of Optimization). To the best of our knowledge, (which in this particular case
is not that much of a guarantee), in the optimization literature first mention of
this approach should be attributed to Charnes. The major bulk of the AARC
methodology and results as presented in the main body of this chapter originate
from [13].

NR 14.3. The main results of Section 14.4 originate from [15] (the finite
horizon results, including Theorem 14.4.1) and from [16] (infinite horizon results).
These results are close to (although not completely covered by) the well known in
Control results on Youla parameterization [117]; the “common roots” of the results
in question lie in the simple fact that the purified outputs, as defined in (14.4.6),
are affine functions of the initial state and disturbances, and these functions remain
the same whatever non-anticipating control law we use. In hindsight, our results
are somehow connected to those in [80]; we are grateful to M. Campi for making
us aware of this connection.
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Chapter Fifteen
Selected Applications

We have considered already numerous examples illustrating applications of the
Robust Optimization methodology, but these were, essentially, toy examples aimed
primarily at clarifying particular RO techniques. In this chapter, we present a
number of additional examples, with emphasis on potential and actual “real-life”
aspects of Robust Optimization models in question. Many more examples can be
found in the literature, see, e.g., [9, 16, 110, 89] and references therein.

15.1 ROBUST LINEAR REGRESSION AND MANUFACTURING OF TV
TUBES

The application of RO to follow is from E. Stinstra and D. den Hertog [108], to
whom we are greatly indebted for the permission to reproduce here part of their
results.

The problem we want to solve is
min {fo(z) : fi(x) <0,i=1,..,r,z € X}, (15.1.1)
where
fi(z) = alg(x), 0 <i<m, (15.1.2)

g(z) = [g1(2);...; 9¢(x)] : R" — R is comprised of basic functions given in advance,
and X C R" is a given computationally tractable closed convex set.

Data uncertainty comes from the fact that the coefficients o; € R* in (15.1.2)
are not known in advance. All we know are inexact measurements

Yir @ Vi = filxk), 0<i <1 <k<p

of the values of f; (“responses”) along a given set xi, ..., xp of the values of the
design vector.

In the situation of [108], y§;, are the responses of a simulation model of the
true physical system, while y}, are the responses of the system itself; thus,
the inexactness of the measurements reflects the simulation errors.

We assume that the relation between the true and the measured responses is given
by
Yir = (1 + Gyl + G (15.1.3)
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where () and (. are the multiplicative and the additive errors, respectively; all
we know about these errors is that their collection ¢ = {(p, (% }o<i<m, belongs to
I<k<p

a given convex and closed perturbation set Z.

The robust counterparts. Assume that the “design matrix”

gi(x1) -+ g0a)
D= : : :
91lxp) - 9t(xp)
is of rank ¢, so that from the relations y%, = al'g(xx), k =1, ..., p, it follows that
a; =Gy, G=(D"D)"'DT, yi = [yi1; -5, 0 < i < m, (15.1.4)
and, in addition, that
y; € Im D. (15.1.5)

The latter information allows one to reduce, given 3%, the perturbation set Z to
the set

Z(y)={Ce 2y +Y "+ €lmD, 0 <i<m},
[v5 = [whs 1), Y2 = Diag{yp}, ¢ = [Cs -5 Rl G = G5 -1 G l] -
Note that all we know about y; given y° is that

yE =y + YPC + ¢ for some ¢ € Z(y°).
Consequently, all we know about «; given y° is that
a; €U ={a=Gly; + Y7+ (1,C€ Z(0°)}

Therefore the robust version of (15.1.1), where we require the validity of the con-
straints for all collections ay, ..., compatible with our measurements 3° and mini-
mize under this restriction the guaranteed value of the objective, is the optimization

problem
af g(x) < zVag € Uy
To(z) < 0Va; € U,
min{ ;" g(‘”)—(ivgliiu;l’ . (15.1.6)

reX
Along with this “true” RC of the uncertain problem in question, one can consider

its simplified, somehow more conservative, version where we ignore the information
contained in (15.1.5). The simplified RC reads

alg(z) < zVag € Uy
alg(x) <0a; € U,
za ' 1<i<m [’ (15.1.7)
reX
U ={a=Gly + V(" +(fl.C€ 2L 0<i<m.
Note that what actually is used in [108] is the simplified RC (15.1.7).

Tractability of the RCs. Assume that the perturbation set Z is a computation-
ally tractable convex set, e.g., a set given by a polyhedral, or conic quadratic, or
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semidefinite representation. Then so is Z(y®) (as a set cut off Z by finitely many
linear equations on ¢ expressing the fact that ¢ + Y2¢™ 4+ ¢ € Im D). Invoking
Theorem 1.3.4, we conclude that in the case of linear regression models, (i.e., when
all the basic functions g;(z), 1 < j <'t, are affine), both (15.1.6) and (15.1.7) are
computationally tractable.

The assumption that g;(x) are affine is essential, otherwise the RCs in ques-
tion can lose convexity even when no measurement errors are allowed (£ = {0}).
What we indeed can do efficiently in the case of general regression models (those
where g;(x) non necessarily are affine) is to solve the Analysis problem, i.e., to
check whether a given x is feasible for the RCs, since such a verification reduces to
maximizing the linear form a” g(z) of a over the computationally tractable convex
sets U; (in the case of (15.1.6)) or U; (in the case of (15.1.6)). When there are
reasons to conclude that (15.1.6), (15.1.7) by themselves are convex programs, this
possibility to solve efficiently the Analysis problem implies, modulo minor techni-
cal assumptions, the possibility to solve efficiently the Synthesis problems (15.1.6),
(15.1.7) (this is a well known fact of Convex Programming complexity theory, see,
e.g., [56]).

Assume, e.g., that all non-affine functions g;(x) are convex and that the cor-

responding coefficients (c;); in (15.1.2) are known to be nonnegative, so that

the “true” problem (15.1.1) indeed is convex. Adding to the description of

U, Z/~{Z the (valid for the true coefficients) requirements that the entries in

a with indices 7 € J = {j : g; is not affine} are nonnegative, we end up

with reduced, still computationally tractable, uncertainty sets L{;' , ZJ;. At

the same time, the semi-infinite constraints aiTg(x) < ..Va; € Z/Ij' in the re-

sulting modification of (15.1.6) (‘... is either z, or 0) can be written down as

filz) := max, ., + aTg(z) < .... Observing that the functions a” g(x), a € U;",

are convex, we cionclude that f;(z) is convex as well. Moreover, given z, we

can find efficiently a, € U;" such that aZg(x) = fi(x), (since U;" is compu-

tationally tractable). Note that the vector Z;zl(az)jg§~ (z) is a subgradient

of fi(z). Thus, (15.1.6) in our case is a convex problem with efficiently com-

putable objective and constraints and as such is computationally tractable,

and similarly for (15.1.7).

Numerical illustration. In [108], the outlined methodology was applied to opti-
mizing the temperature profile in enameling of TV tubes. In this process, a tube
is heated in a designated oven. The resulting thermal stresses in the tube depend
on the “temperature profile” x — the collection of temperatures along certain grid
on the surface of the tube, see figure 15.1. A bad profile can result in stresses that
are too large and therefore in much of scrap. The designer’s goal is to choose a
temperature profile in a way that ensures the temperature values are between given
bounds and the differences in temperature at nearby locations are not too big, and
to minimize under these restrictions the maximal thermal stress in a specified area.
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Figure 15.1 A temperature profile

The mathematical model of the problem is

5i(%) < Smax, 1 <i<m (a)
min < Smax : I <zxz<u (b)

7 (15.1.8)
mas; —A<plat+q <A jed (o)

where x € R?? stands for the temperature profile, s;(z) are the thermal stresses at
m = 210 control points, and constraints (¢) impose bounds on the absolute values
of differences in temperature at neighboring points. It is assumed that s;(z) are
given by linear regression model:

si(z) = al [1;2]. (15.1.9)
——
g(x)
The simulated responses are the stresses at control points yielded by a finite element

model, with a typical simulation, (i.e., running the model for a given z) taking
several hours.

As for the uncertain perturbations, (i.e., the simulation errors), it is assumed
that the only nonzero components in the perturbation ¢ are the multiplicative errors

¢in, and two models of the perturbation set Z are considered:

box uncertainty:
2= {C={. ¢ = 0}rzizn 1 —0P SR < PVik ),
1<k<p
ellipsoidal uncertainty:

2= {C={CR. G = 0hyzzn : 0 (GBI < [o5]2 Vi }
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The corresponding tractable reformulations of the simplified robust counterpart
(15.1.7) (this is what was used in [108] to get a robust solution) are

case of box uncertainty:

TG 0] + P[P GT L allls < Smax,
min < Smax : 1<i:<m
(<z<u ~A<platq <A 1<j<J
case of ellipsoidal uncertainty:

[y5]" G [L; 2] + of [IYPGT L 2]ll2 < Smax,
min < Smax : 1<1<m
o (<z<u ~A<pletqg <A 1<j<J

(15.1.10)

The experiments reported in [108] were conducted as follows. After y° was
generated,
e a sample of 100 independent realizations (!, ..., (1% was built. When generating
¢*, the additive errors were set to 0, and the multiplicative errors were drawn,
independently of each other, either from the uniform, or from normal distribution,
depending on whether the box or the ellipsoidal model of uncertainty was explored
(for details, see [108]);
e a realization (¢’ of ¢ along with y* according to (15.1.3) yields a realization
y"*, of “true” responses;' the latter, according to (15.1.4), yields a collection o',
1 = 1,...,m of the “true” coefficients a; in (15.1.9), thus allowing one to com-
pute the corresponding “true” stresses and their maximum s#__ (z) for any given
temperature profile z.

The goal of the outlined simulation was to compare the “true” values of the
maximal stresses associated with the robust optimal and the nominally optimal
temperature profiles. The robust optimal profile is the optimal solution to the
robust problem (15.1.10) associated with the uncertainty model in question, while
the nominally optimal profile is the optimal solution to the same problem with
oP and of set to 0. The results of the experiment are presented on figure 15.2.
It is clearly seen that the robust temperature profile significantly outperforms the
nominal one in terms of both the expectation and the variance of the resulting
maximal thermal stress.

15.2 INVENTORY MANAGEMENT WITH FLEXIBLE COMMITMENT
CONTRACTS

The content of this section originates from [14].

1Here and below, quotation marks in “true” express the fact that what is considered as true
responses in the reported experiments comes from the simulated responses y° and the perturbation
model (15.1.3), rather than from measuring the actual responses of the physical system.
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Figure 15.2 Distributions of maximal stresses for nominal and robust temperature profiles
(z-axis: values of the stress, y-axis: frequency in a 100-element sample).
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15.2.1 The Problem

Consider a single product inventory functioning at a finite time horizon. The state
of the inventory at time ¢ = 1,2,...,T is specified by the amount x; of product
in the inventory at the beginning of period ¢. During the period, the inventory
management (“the retailer”) orders ¢; units of product from the supplier, that
we assume arrive immediately, and satisfies external demand for d; units of the
product. Thus, the state equations of the inventory are

xrr = Z

15.2.1
Tep1 = T+ q—dy, 1<t <T ( )

where z is a given initial state. We assume that backlogged demand is allowed, so
that the states x; can be nonpositive. Our additional constraints include:

e lower and upper bounds on the orders Ly < g <U;, 1 <t <T, and

e Jower and upper bounds on cumulative orders Lt < Z _14r < Ut, 1<t <L
T, where L; < Uy, Lt < Uf are given bounds and L, Lt > 0.

Our goal is to minimize the overall inventory management cost that includes
the following components:

i) Holding cost Zthl ht max|[x41,0], where hy > 0 is the cost of storing a unit
of the product in period ¢.

i1) Shortage cost 23;1 py max|0, —x¢41], where p; > 0 is the per unit penalty for
backlogged demand in period ¢.

i11) Ordering cost Zthl ¢1qs, where ¢; > 0 is the per unit cost of replenishing the
inventory in period t.

iv) Salvage term —smax|xr1,0], where s > 0 is the salvage coefficient. In other
words, we assume that after 7" periods the product remaining in the inventory
can be sold at the per unit price s.

At this point, our model is pretty similar to the one of Example 14.1.2. We, however,
are about to enrich this simple model by an important additional component —
commitments. In this model “as it is,” the only restrictions on the replenishment
policy are given by bounds on the instant and the cumulative orders, and the
retailer has complete freedom in choosing the orders within these bounds, with no
care of how this freedom affects the supplier. The latter therefore is supposed to
work “on very short notice,” with very limited options of predicting what will be
required from him in the future. In other words, in the model we have presented
so far the retailer and the supplier are in different positions as far as the risk
from the inevitable demand uncertainty is concerned: the retailer can vary, within
certain bounds, the replenishment orders, thus adjusting himself, to some extent,
to the actual demand; while the supplier must blindly execute the orders, with no
compensation for their unpredictable variations. One of the real life mechanisms
aimed at a more fair distribution of the risk along a supply chain is offered by
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flexible commitments contracts as follows. “At time 0,” before the inventory starts
to function, the supplier and the retailer make an agreement about commitments
wy, 1 <t < T —the “projected” future orders for the entire horizon 1 <t < T. The
retailer is not required to “fully respect” the commitments — to make the future
orders ¢; exactly equal to w; — but is supposed to pay to the supplier penalties for
deviations of the actual orders from the commitments. As a result, the inventory
management cost gets an extra component

Z;‘ll [ozj max[q — wy, 0] + a; maxws — ¢, 0]]
+ 2322 [Bj max|w; — w_1,0] + B; maxwi_; — wy, O]] ,

where ati > 0 are given penalties for per unit excess/recess of the actual orders
as compared to commitments, and ﬁti > 0 are given penalties for variations in the
commitments. The resulting inventory management model becomes the optimiza-
tion problem:

minimize
C = Zthl hy max[xy11,0] + Zthl prmax|[0, —x;41] + Zthl Ciqy
[holding cost] [shortage cost] [ordering cost]

+ Zthl [of max[gq, — wy, 0] + o max[w; — qq,0]]
[penalty for deviations from commitments]

+ Zthz (B, max[wy — wy—1,0] + B; max[w;—1 — wy, 0]
[penalty for commitments variability]

—smax|[zry1, 0]

[salvage term]

subject to
xr1 =z
Tep1 =@+ q —dy, 1 <t <T [state equations]
Li<q¢<U;,1<t<T [bounds on orders]
Et < 23:1 qr < ﬁt, 1<t<T [bounds on accumulated orders]
(15.2.2)
Introducing analysis variables, the problem reduces to the LO program as follows:
c> Zthl[CtQt + Yt +ug] + EtTZQ Zt (a)
xt+1:mt+qt—dt,1§t§T (b)
1=z (c)
min{c: wSaslnlstsd (4) (15.2.3)
Li<y. _1¢:<U;,1<t<T (e)
Yo > M1, Y > —DeTiyr, 1 < ST (f)
ue > o (g —wi)sue > ap (wy —qr), L<t<T  (g)
2> B (wp —wi1) + B (wemr —wy), 2<t < T (h)

in variables C, {mt};[:ll, {qe, we, ye, ue by, {2} o; here hy = hy for 1 <t < T —1
and hy = hr — s. Note that (15.2.3) is indeed equivalent to (15.2.2) under the
additional restriction that

hr 4+ pr > s, (15.2.4)

which we assume from now on.
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The role of assumption (15.2.4) can be explained as follows. It indeed is true,
without any assumptions, that every feasible solution to (15.2.2) can clearly
be extended to a feasible solution to (15.2.3) by setting

ye = max[hTi1, —peTis1], we = maxay (g — we), o (we — q¢)],
ze = max[B; (wy — wi—1), By (wi—1 — wy)].

In order to conclude that (15.2.2) and (15.2.3) are equivalent, we also need the
inverse to be true — that is, every feasible solution to (15.2.3) should induce
a feasible solution to (15.2.2) with the same or better value of the objective.
On a closest inspection, it turns out that in order for the latter statement
to be true, the quantity max[hrs, —prs] should be equal to hrs or to —prs
depending on whether s > 0 or s < 0, which is the case if and only if (15.2.4)

takes place.

15.2.2 Specifying Uncertainty and Adjustability

“In reality,” the definitely uncertain element of the data in (15.2.3) is the demand
trajectory d = [dy;...;dr]. In our model, we consider the demands as the only
uncertain component of the data, thus treating all the cost coefficients, bounds on
the orders, and the initial state z as known in advance. We further should decide
on the “adjustability status” of our decision variables, and this is easy: the actual
decisions in our problem are the commitments w;, that by their origin are non-
adjustable, and the replenishment orders ¢;, which it makes sense to consider as
adjustable: according to the “covering story,” a decision on the actual value of ¢,
should be made at the beginning of the period ¢t and as such can depend on the part
d*=! = [dy;...;ds_1] of the demand trajectory that “reveals itself” at this moment.

Of course, there is no necessity to take our “covering story” completely
at its “face value.” It may happen, e.g., that there are delays in register-
ing the demands and/or in executing the orders, so that what actually
will be delivered in period t should be determined according to the de-
mands d, of “remote past.” On the other hand, it may happen that
not only the past demands, but also the current demand d; can be used
when making the decision on ¢;. To cover all these possibilities, we as-
sume that we are given in advance certain sets I; C {1,...,t} of indices
of the demands d,, which are known when the decision on ¢; is being
made. Note that some (or even all) of I; can be empty, meaning that
the corresponding orders ¢; are non-adjustable.

The remaining variables in (15.2.3) are the analysis variables; all of them, except
for the (upper bound on the) management cost C are, in principle, fully adjustable.
However, it is clear that it makes no sense to make adjustable the variables z; that
neither appear in uncertainty-affected constraints, nor are linked to other variables
that do appear in such constraints. Thus, the analysis variables that indeed make
sense to treat as fully adjustable — depending on the entire demand trajectory —
are y; and uy. With this convention, specifying somehow the (closed, convex, and
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bounded) uncertainty set D for the uncertain demand trajectory, we end up with
an uncertain LO problem with fixed recourse and are in a good position to process
this problem via the AARC methodology as presented in chapter 14.

15.2.3 Building an Affinely Adjustable Robust Counterpart of (15.2.3)

To build the AARC of (15.2.3), we

i) Keep the non-adjustable decision variables wy, ..., w;, (which represent the
commitments), and the non-adjustable analysis variables C, zs, ..., z1 “as they
are” and introduce affine decision rules for the “actual decisions” q,...,q:,
respecting the given “information base” of these decisions:

@=a¢+» ¢d-, 1<t<T. (15.2.5)

Tel;

i1) Introduce “fully adjustable” affine decision rules for the remaining analysis
variables:

Yy = Y +ZT 1y d 1<t<T. (15.2.6)
u = UtJFZ 1u;frd

i17) Replace in (15.2.3) the adjustable variables ¢, y¢, us with the just introduced

affine decision rules, thus arriving at a semi-infinite LO problem in variables

= {C,{w:}, {2z}, {q],yl,ui}}. In this problem, the objective and part

of the constraints are certain, while the remaining constraints are affinely
perturbed by the demand trajectory d.

iv) Finally, impose on all the constraints the requirement to be satisfied for all
d € D, and minimize the (upper bound on the) inventory management cost
under the resulting constraints.

Of course, in order to implement the latter recommendation efficiently, we need
to reformulate in tractable form the semi-infinite constraints we end up with. As
we know, this is possible, provided that D is a computationally tractable convex
set; however, what exactly are the “tractable reformulations,” depends on the de-
scription of D. In what follows, we restrict ourselves to the simplest case of box
uncertainty:

D={decR?:d, <d; <dy, 1 <t<T}.

In this case, the tractable reformulation of a semi-infinite constraint

T
V(deD): Y dras(§) <b(¢)
=1

(here a. (&), b(¢) are known in advance affine functions of the decision vector £ of
the AARC; note that all semi-infinite constraints we end up with are of this generic
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form) is really simple: this is the convex constraint

Y1y i AL () + T 6rlar (§)] < b(E)
[di = %[dr +d;], 6; = %[dT 7d7—]] )
which further can be converted into a system of linear constraints by introducing
slack variables. The bottom line is that the AARC of (15.2.3), the uncertainty set
being a box, is just an explicit LO program.

‘While the outlined construction is correct, it is not as “economical” as
it could be. Indeed,

e We can use the state equations (15.2.3.b,c) to eliminate the state vari-
ables z;, 1 <t < T+ 1; with affine decision rules (15.2.5), the resulting
affine decision rule for z; expresses this variable as an affine function of
d'=1 = [dy;...;d;_1], the coefficients being known linear combinations of
the variables u]. Thus, we do not need variables x] at all.

e The latter observation taken along with the direct product structure
of the uncertainty set D allows one to “save” on the decision rules for
y; and u; — while we allowed these variables to be affine functions of
the entire demand trajectory d, we in fact lose nothing when restricting
these affine functions to depend on appropriate parts of this trajectory.
Indeed, let us look at the constraints (15.2.3.f) for a particular value of
t. There are two of them, both of the form

Yt = ApTq1.

We are interested in the case when z;,1 is substituted by an affine
function X;41(d") of d* with coefficients depending solely on ¢J, and y;
is substituted by an affine function Y;(d) = ¢! + Zle y7d, of d such
that the constraints in question are satisfied for all d from the box D.
Clearly this is the case if and only if

o . r d, <d, <.,

) = [+, i, {52 e G SEET ]

+30 yide > arXeqa (d)

for all d* from the “truncated box” D; = {d' : d_ < d, <d,,1 <71 <t}
We see that as far as the constraints (15.2.3.f) are concerned, we lose
nothing when replacing the affine decision rule Y; for y; with the affine
decision rule Y;. Since by construction Y;(d') < Y;(d) for all d € D, this
updating clearly preserves robust validity of the only other constraint
involving our particular variable y;, namely, the constraint (15.2.3.a).
The bottom line is that we lose nothing when restricting y; to be an
affine function of d® rather than of the entire d. Am similar argument
is applicable to the variables u; — the corresponding decision rules
can without any harm be restricted to be affine functions of the part
d' of the demand trajectory. Thus, the actual number of y] and u]
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variables in AARC can be made essentially smaller than in the above
“straightforward” construction.

15.2.4 Numerical Results

The outlined model was proposed in [14]; this paper also reports on intensive nu-
merical study of the model, and we are about to reproduce here part of the re-
sults. In all reported experiments, the uncertainty set D is a box of the form
{d e RT : |d; — df| < pd;,1 <t < T} with positive “nominal demands” d, “un-
certainty level” p varying in the range from 10% to 70%, and time horizon T set to
12.

15.2.4.1 AARC vs. optimal decision rules

The most interesting question is, of course, how much we lose when restricting our-
selves with affine decision rules — that is, how far is the optimal value Opt(AARC)
of the AARC from the optimal value Opt(ARC) of the Adjustable Robust Coun-
terpart of the uncertain problem (15.2.2). While in general the latter quantity is
difficult to compute, the extreme simplicity of the box uncertainty set we consider
allows us to compute it, provided T is not too large, specifically, as follows. We
start with the following simple fact from [14]:

Lemma 15.2.1. Consider a multi-stage problem
VdTEF()X...XFTZ

T+1
E > tzl fe(Se(d 1)),
min E: A1S51(d%) > by, (P)
{Se(dt=1)} ! A118i41(dY) > Byyqdh + Cyy 1 Se(di1)
+byp1, 1<t<T
1S:(df"Y]joo <R, 1<tLST

where () # F, C Dy, D; are polytopes in R™, and f; are lower semicontinuous
convex functions with polyhedral domains. Then the optimal value in the problem
corresponding to F; = D;, 0 <t < T, is equal to the optimal value in the problem
corresponding to Fy = Ext(D;), 0 < t < T, where Ext(D) is the set of extreme
points of a polytope D. The ARC of uncertain problem (15.2.2) clearly satisfies
the assumptions of Lemma, and here D, are the segments [d,, d;], and the extreme
points of D, are d, and d;. By Lemma, the optimal value of the ARC of (15.2.2)
remains intact when passing from the box uncertainty set D to the finite uncertainty
set D’ comprised of 27 “extreme” demand trajectories — those where the demand at
every time instant ¢ is either d,, or d;. Now, the ARC of a multi-stage uncertain LO
problem with a finite uncertainty set D’ is just a large LO problem. Indeed, we can
assign every pair comprised of a time instant ¢ € {1,...,T} and a possible “scenario”
s € D' with a set of decision variables representing the decisions that should be
made at the instant ¢ when the realization of the uncertain data is s. We impose
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on these variables the non-anticipativity restriction “the decisions associated with
(t,s) and (¢,s’) should be identical to each other, provided that the information

VAL

on uncertain data, available at time ¢, is the same for both scenarios s and s’,
and then optimize the objective over the resulting set of decision variables under
the non-anticipativity constraint coupled with the requirement that the original
constraints are valid for every one of the scenarios s € D'.

Here is an illustrative example: there are two assets, and we want to invest
$1 in these assets at the beginning of time period 1, to sell the assets at the
end of this period, and to reinvest the resulting capital in the same two assets
at the beginning of time period 2 in order to maximize the guaranteed value
of the resulting portfolio at the end of the period 2. Denoting p:; > 0 the
(uncertain) return of asset 4, ¢+ = 1,2, in period ¢, ¢ = 1,2, the uncertain

problem is
T21 + T2,2
< Pp1,171,1 + P1,2T1,2
max P2,1%2,1 + P2,2%2,2 : - <’1 . ,
[¢,il1<it<2 r1,1+T1,2 <

x> 0

where z.; is the capital invested in asset ¢ at the beginning of time period ¢.
Assume that all we know at the end of time period ¢ are the returns of the
assets in this and in the preceding periods, and that there are just 5 possible
scenarios represented in the following table

Scenario Dti
# [p1,1,p1,2] | [p2,1,p2,2]
1 [1,1] [1,1]
2 [1,1] [1,2]
3 [2,1] (2,1]
4 [1,2] [1,1]
5 [3,1] [2,2]

The LO representing the ARC of this uncertain problem reads

< pg,lmg,l +P§,2$§,2a 1<k<5
555,1 + m’;,z < plf,lmlf,l +plf,2$’f,27 1<k<5
i aia <1, 1<i<k

max { C: zf >01<k<5¢<ti<2
Coog s 2 =l 1<k<bi=1,2
xéyi:x%i,;:l,z
T, = Tp,;,1=1,2

where x,}fz is the investment in asset i at the beginning of period ¢ in the
scenario k, pfﬂ- are the corresponding returns, and the concluding lines in the
list of constraints represent the non-anticipativity restrictions, specifically, say
that

e all decisions made at the beginning of period 1 (at this time we do not know
what the scenario is) should be the same for all scenarios;

e with the information available when the decisions xlgl should be made, the
scenarios 1 and 2 are undistinguishable, so that the corresponding decisions
should be the same, and similarly for the scenarios 3 and 4.
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p,% || Opt(ARC) Opt(AARCQC) Opt(RC)

10 13531.8 13531.8 (+0.0%) | 15033.4 (+11.1%)
20 15063.5 15063.5 (+0.0%) | 18066.7 (4+19.9%)
30 16595.3 16595.3 (+0.0%) | 21100.0 (4+27.1%)
40 || 18127.0 | 18127.0 (+0.0%) | 24300.0 (+34.1%)
50 19658.7 19658.7 (+0.0%) | 27500.0 (4+39.9%)
60 21190.5 21190.5 (+0.0%) | 30700.0 (+44.9%)
70 | 22722.2 | 22722.2 (+0.0%) | 33960.0 (+49.5%)

Table 15.1 Optimal values of ARC, AARC, and RC of the Inventory Management prob-
lems with Flexible Commitments Contracts, data W12 (for the description of
the data, see [14]). In parentheses: the excess of the optimal value as compared
to Opt(ARC).

We see that the ARC of our toy uncertain problem is an explicit LO program.

Of course, the sizes of the LO representing the ARC of problem (15.2.2) associated
with the 27 point uncertainty set D’ grow exponentially with 7', which makes this
naive approach intractable unless T is small. However, with 7" = 12 (this is the
time horizon used in the experiments) the sizes of the LO representing the ARC
of (15.2.2) (45,072 inequalities with 24,597 variables) are still amenable for the
state-of-the-art LP solvers, which makes it possible to compare Opt(AARC) and
Opt(ARC).

Our experiment was organized as follows. We generated several hundreds of
data sets for (15.2.2), picking at random the (both varying in time and time invari-
ant) cost coefficients, the bounds on instant and cumulative orders, the nominal
demand trajectory {d;}{2;, and the uncertainty level p, and filtered out all data
sets that either result in problems with infeasible ARCs, or are such that our LO
solver (the state-of-the-art commercial LO solver mosekopt) reported numerical
difficulties when processing either ARC, or the AARC of the problem. For the re-
maining data sets (there were 300 of them) we computed Opt(ARC), Opt(AARC),
the information base being I; = {1,...,t—1} (“when decision on ¢; is made, the past
demands are known, while the current and the future ones are unknown”), and,
finally, the optimal value of the RC (no adjustable variables at all). The results of
the experiment were striking: among the 300 processed data sets, there were just
two (!) where the computed Opt(AARC) was > Opt(ARC), and the difference of
the optimal values in both these cases was less than 4% of Opt(ARC). Note that
this surprisingly good performance of affine decision rules is in full accordance with
the experimental results on a simpler inventory problem reported in section 14.3.4.

It should be stressed that the RC in our experiments sometimes was essentially
inferior as compared to AARC, see table 15.1.
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3 Opt(AARC), Opt(AARC), Opt(AARC), Opt(AARC),
% Iy =[1:t—1] Iy =[t—3:t—1] Iy =[1:t—3] I, =0

30 16595 16595 (+0.0%) 17894 ( +8.4%) | 21100 (+27.1%)
70 22722 22722 (+0.0%) 26044 (+14.6%) | 33960 (+49.5%)

Table 15.2 The role of information base, data W12. [a : b] stands for the set {a,a +
1,...,b}. In parentheses: excess over Opt(AARC) for the case of complete
information base [1: ¢ — 1].

15.2.4.2 The role of information base

The results reported so far correspond to the case when the decisions on replen-
ishment orders ¢; can depend on all the preceding demands dy, ...,d;—;. Table 15.2
illustrates possible consequences of changes in the information base. We see that
we lose nothing when making decisions solely on the basis of last three demands,
suffer from non-negligible losses when the last two demands are unavailable when
making decisions on the replenishment orders, and lose a lot when demands are not
observed at all (that is, our AARC reduces to the RC).

15.2.4.3 Folding horizon

For the time being, we have been using a straightforward interpretation of the
AARC of (15.2.3): this is a problem that we solve when the agreement on com-
mitments is being made and before the inventory starts to function. The “here
and now” components of the resulting solution — that is, the commitments and
the initial order ¢; — are executed immediately; as for the remaining orders, we
get decision rules that never will be revised in the future. When the time comes
to specify a future replenishment order ¢;, we shall just plug into the correspond-
ing decision rule the actual demands d,, 7 € I;. On a close inspection, there is a
smarter way to implement our methodology, specifically, the folding horizon scheme
as follows. Just as with our present approach, we solve the AARC of (15.2.3) be-
fore the inventory starts to function and implement the resulting “here and now”
decisions (commitments and the first replenishment order ¢;). At the beginning
of period 2, we resolve the AARC for the reduced time horizon 2,...,T, treating
the current state of the inventory as the initial state, and the already computed
commitment-related quantities wy, .., wr, 29, ..., zr as known constants rather than
variables. Solving the AARC of the problem on the reduced time horizon, we get
the value of the new “here and now” decision — the replenishment order ¢, and
implement this order. We proceed in the same fashion, solving at a every step
t=1,2,...,T the AARC of the uncertain problem associated with the remaining
part of the original time horizon and using the solution to specify the decisions that
should be made at time t.

It is clear that the “folding horizon” strategy, (which can be applied to every
multi-stage decision-making problem, not necessarily to our Inventory one), can
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only outperform our initial strategy, where we never revise the decision rules yielded
by the AARC of the “full-horizon” uncertain problem. Indeed, let the optimal value
of the latter AARC be C,, meaning that with the original decision rules our total
expenses will never exceed C, whatever the demand trajectory from the uncertainty
set in question. When resolving the problem at the beginning of the second period,
with “already implemented” variables wy, ..., wy, zo,..., 27, q1 set to their values
computed at the beginning of the first period and the original uncertainty set
replaced with its cross-section with the plane “d; equals to its already observed
value,” the optimal value of the new AARC cannot be greater than C, (since this
value is guaranteed already by the original decision rules), and can happen to be
less than C\, so that it definitely makes sense to switch to the decision rules given
by the AARC of the problem on the reduced time horizon.

Note that the above reasoning is applicable to any kind of “worst-case-
oriented” multi-stage decision-making in an uncertainty-affected environment, and
not only to the AARC-based decision making. If we were smart enough to solve the
ARCs, and thus were able to build decision rules with the best possible worst-case
guarantees, it still would make sense to implement the folding horizon strategy,
since it preserves the worst-case performance guarantees yielded by the full-horizon
ARC and is capable, to some extent, of utilizing “the luck.” Attractiveness of the
folding horizon strategy only increases when passing from the situation where we
can solve ARCs (and thus achieve the optimal worst-case performance guarantees)
to the situation where we use restricted versions of ARCs, (e.g., use AARCs) and
thus achieve only suboptimal worst-case performance guarantees. In this case it
well may happen that the folding horizon strategy results in better worst-case per-
formance guarantees than the “full horizon” AARC-based strategy (in this respect,
note that when folding horizon is combined with AARC-based decision rules, the
actual decision rules we end up with are not necessarily affine.)

All this being said, the numerical experimentation suggests that in the case
of the particular uncertain problem we are considering the folding horizon strategy
yields only marginal savings, see table 15.3.

15.3 CONTROLLING A MULTI-ECHELON MULTI-PERIOD SUPPLY CHAIN

In this section we describe an application of the AARC methodology of section
14.3, combined with the Globalized Robust Optimization model studied in chapter
3, to derive optimal policies for controlling a multi-echelon supply chain. We treat
the problem as synthesizing a discrete time dynamical system, using the “purified
outputs” scheme developed in section 14.4. The presentation to follow is based on
[20].

15.3.1 The Problem

Consider a multi-echelon serial supply chain as in figure 15.3.
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0, Opt(AARC), Full horizon Folding horizon
% full horison AARC policy AARC policy
10 13532 13375 (-1.2%): 41 13373 (-1.2%): 41
20 15064 14745 (-2.1%): 14743 (-2.1%):

30 16595 16122 (-2.8%): 124 16115 (-2.9%): 127
40 18127 17477 (-3.6%): 170 | 17464 (-3.7%): 174
50 19659 18858 (-4.1%): 207 | 18848 (-4.1%): 209
60 21191 20267 (-4.4%): 236 | 20261 (-4.4%): 229
70 22722 21642 (-4.8%): 287 | 21633 (-4.8%): 280

Table 15.3 Full horizon AARC policy vs. the Folding horizon strategy, data W12. Num-
bers a(b%) : ¢ in the second and the third columns stand for the average (a)
and the empirical standard deviation (c), as computed over 100 simulated de-
mand trajectories, of the actual inventory management cost; b is the excess
of a as compared to the optimal value of the full horizon AARC given in the
second column. At every uncertainty level p, full and folding horizon policies
were tested at the same 100 randomly selected demand trajectories.

External External
supply Echelon Echelon Echelon demand
[ 1 9 L . ... o

Figure 15.3 A serial supply chain.

Let us denote by j = 1,2,...,
the predecessor of echelon 7+ 1, 5 =1,2,...,m
d; faced by echelon m in period ¢t (t =1,2,...,n), where n is the planning horizon.

m, the index of an echelon, with echelon j being
— 1. There is an external demand

Let xi > 0 denote the amount of product echelon j orders from echelon
7+ 1 at the beginning of period ¢ and yi denote the inventory level in echelon j
at the end of time period ¢. The initial inventory level in echelon j is denoted by
27, Delays between the time that an order is placed and the time it is supplied
can occur. There are 3 types of delays: (1) information delay: the time it takes
the information about the order to reach the preceding echelon, (2) manufacturing
delay: the time it takes to manufacture or assemble the order (measured from the
time the order is received), and (3) lead time: the time it takes the replenishment
to travel from its origin to its destination. The 3 delays are nonnegative integers for
each echelon j, which are denoted by I(j), M(j) and L(j), respectively. I(m + 1)
denotes the information delay between the external demand and echelon m. The
dynamics of the system is given by:

J_ J J j+1 .
Vi = Yt T ggemG-n+LG) T Feagrnemgyy LS sm—l
w = 2, 1<j<m
Yt = U T ) M) L(m)) T G (It 1)+ M (m))

(15.3.1)



434 CHAPTER 15

which simply says that the change in inventory level from one period to the next is
equal to the quantities received minus the requirements. Negative levels of inven-
tory, which may occur, represent unsatisfied requirements or backlogging.

The objective is to minimize the total cost, that is comprised of three com-
ponents: (1) buying or manufacturing costs, (2) inventory holding costs, and (3)
backlogging cost. Let cz be the buying/manufacturing cost per item at echelon j
and time period t, h{ the holding cost per item per unit of time in echelon j at time
t, and p{ the backlogging (or shortage) cost per item per unit of time in echelon j
at time ¢. The index ¢ of the various costs allows us to consider capitalization (for

instance ¢ = ¢/(1 +r)*~1), which can greatly impact the cost when the planning
horizon is long.

Instead of minimizing the cost elements above, one may opt to control supply
chains so as to minimize or even eliminate the “bullwhip effect” — the amplification
of demand variability from a downstream site to an upstream site (see [73]). Reduc-
ing this effect has implications beyond cost minimization since bullwhip peaks and
ebbs often cause disruptions that are difficult to quantify, e.g., loss of reputation
and goodwill among customers and suppliers. Bullwhip effects may be caused by
the use of heuristics [77, 57]; by irrational behavior of the supply chain members, as
illustrated in the “Beer Distribution Game” in [107], or as a result of the strategic
interactions among rational supply chain members in [74]. There are many real-
world evidences of the occurrence of the bullwhip effect. Examples include diapers
[75], TV sets [64], food products [74, 59], pharmaceutical products [36], and more.
It is noted in [112] that the semiconductor equipment industry is more volatile
than the personal computer industry, and [30] shows evidence of bullwhip existence
through an empirical study conducted in the automotive industry.

There were many studies attempted to construct strategies aimed at mini-
mizing the bullwhip effect. The objective of most of the studies is to minimize the
bullwhip effect by minimizing either the ratio or the difference between the order
variance and the demand variance [41, 36, 118]. In contrast, in this section we
follow the approach of [20] and apply an economic rationale to the control problem;
thus, we want to control the chain not merely for the sake of stabilizing the system
for operational reasons but first and foremost for minimizing the cost. Such an
optimal controller is likely to generate a small bullwhip effect.
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The problem is posed as the following optimization program:

min Y[cla! + max(hiy!, —piyl)]
ve 53

s.t.
U yi?tﬂi%ﬂﬁ+MUfU+Mﬂ)
J+ :
T aGrysm@) L STsm=1
Y = Y T )4 M 1)+ L(m))
- i (I(mt1)+ M (m))

xl > 0
@ >yl > o vVie{l,...,m}

w o= &

1<t<n
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(15.3.2)

To simplify the notation, let T*(5) = I(j)+M (j—1)+L(j) and TM(j) = I[(+1)+
M (5). Introducing slack variables for the max-terms in the objective, we transform
(15.3.2) into the LO program as follows:

min - [cz] + w}]

Y,x
s.t.

1y, wi > —pyl, wi >0

7.t
vio= ylatel g el 1Si<m -1
Y o= Yyl + «’EﬁTL(m) —dy_pmy

>
ajzygzgj,bjzgv{zo’yé:z]}v <J=<

Using the equality constraints to eliminate the y variables, we arrive at the final
LO formulation of the nominal problem:

min o
s.t.
o > [ciz] + wi]
gt
. . i+1
wg > hi (Z] + tz_l(leiTL@) - wZ/iTMw-))):
t
) 1
wl 2 =l T @ gy = o )
J< J ’ J _ It
45 <S 2z’ + Z (It,_TL(].) mt’—TM(j))’
t'=1
s i N (g RS
a =2 z+ Z(xt/,TL(j) xt’—TM(j))’
t/'=1
1<j<m—1
t
wy > A DY (x?LTL(m) - dt’—TM(m)))
t'=1
w® > =p (2" 4+ X (i”?_TL(m) = dy_rr (1))

t'=1
t

Qm S zm + Z (m?’l—TL(m) — dt/—TM(m))

t/'=1
t

am 2 2™ + Z (‘TZL*TL (m) — dtliT]\f(m>)

t/=1

b > >0, w]>0,1<j<m




436 CHAPTER 15

We assume that the demand d = {d:}}; and the initial inventory levels z =
{77 }7L, are uncertain; all we know is that they belong to some uncertainty sets:
dy € Dy, 29 € Z3. Thus, formulation (15.3.4) in fact represents a family of LPs —
one for each possible realization of the uncertain data.

15.3.2 lllustrating the Bullwhip Effect

To illustrate the bullwhip effect, we use an example based on Love [77].

The example uses a fluctuating demand that is shown in table 15.4. The
planning horizon consists of n = 20 time periods and there are m = 3 echelons.
Furthermore, we assume that there is 2-unit delay in executing replenishment orders
(TE(j) = 2), while TM(j) = 0, 1 < j < m. The initial inventory level is assumed
to be 12 for every echelon (27 = 12 for all ).

t 112 1] 3] 4
d || 6 |6 |66
t || 1112|1314 |15 |16 | 17| 18 | 19 | 20
|| 91109 8| 7|6]|5|4]|5]|6

10

| Ot
(@}
-3
oo
Ne}

Table 15.4 Demand for Love’s data.

Love [77] uses the following simple control law to solve (the deterministic)
problem (15.3.4):
Viel,....m
Vtel,...,n.

, . 1. ,
+1

o] = 2l 5(*{] —yl ) (15.3.5)

Here 27" = d;, and Y7 is the “target” inventory for echelon j (equal to 12, for

all the echelons, in the example) and acts as insurance against unforeseen produc-

tion or supply disruptions.

Figure 15.4 shows the inventory level of the 3 echelons resulting from im-
plementing the heuristic control law (15.3.5). The bullwhip effect here is evident;
small demand fluctuations (only between 4 and 10) cause huge fluctuations in the
inventory levels.

15.3.3 Building the Affinely Adjustable Globalized Robust Counterpart (AA-
GRC) of the Supply Chain Problem

For our supply chain problem (15.3.3), the discrete time dynamic system is:
, . . o _
Vi = Y+ @qug) ~ T gy 1S <m -1
vl 2, 1<j<m

ytm y{’il + xﬁTL(m) - dt—TM(m)'
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time

Figure 15.4 Inventory levels in each of the 3 echelons

Here the purified outputs (see section 14.4) are given by:

t—TM (m)
. S mo__ dr if 1 =
vl =yl-gl=q " P Hy=m (15.3.6)
27 otherwise.

After eliminating the equalities in (15.3.3) we arrived at the LO problem
(15.3.4), which we showed to be of a form amenable to treatment by the RO
methodology. We use a purified output-based linear control law and also make
the associated auxiliary variables affinely dependent on the uncertain data, specif-
ically:

n T—M(m)

r=aldz) = W+ lenf’f}j —X X e
=1 u (15.3.7)
w] = Z Tt + 3 tad,
Jj'= T=1

Of course we impose the constraints 7;; =0 Yr>tandset pti =0 Vr >t
to make the affine decision rules non- antlclpatlve.

What we arrived at is, essentially, the AARC of the uncertain problem
(15.3.4), see section 14.3. As it should be, the AARC is bi-affine in the deci-
sion variables and the uncertain data, and thus is amenable to processing via the
GRC methodology (see chapter 3).

Let us illustrate our approach by processing the second constraint in (15.3.4).
The original constraint is of the form

. . t . .
w] > hl(Z+ z(xg,_TL(j)—xg,tlTM(j))). (15.3.8)

t'=1
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Implementing the decision rules given by (15.3.7), we arrive at

. t 7 L\ - ’ M\ . .
_x,t' =T , _x,t' =T ,J+1 —w,t, i
0 >h 3 (7 A B TR T

0
t'=1
m .t n ’ L/ - M
i’ x,t'—T , x,t' =T ,J+1 ~w,t,j
=+ Z 29" [ tzl Zl<n7,j’ (9).3 — (4).4 ) — i 9]
]/: I=171=
n ot n ’ Ly - ’ M - .
=T , =T J+1 w,t,
SED YRS 7D VD SR U R
T'=1 t'=1 7'77"+M(m)
1< <m.
(15.3.9)

We now implement the GRC assuming that the normal ranges of both d;
and 27 are the intervals [d,,d;] and [z7,%7] respectively and the norm defining
the distance function (see Definition 3.1.1 in chapter 3) is the ¢; norm. Now, by
Example 3.2.3.(a) the GRC of (15.3.9) is the linear system

.t Ly s LMoy n .
0> hi Z (ﬁgﬂf T (5),5 7ﬁg7t T (])7J+1)77w JtJ + Z v2’t’3 + Z 1937}7]’

t'=1 T/=1
1<5<m
A .t n ’ L/ - M
2,t, i’ z,t =T7(5),3 x,t =T (5),j+1 ,t7
oit 2 2 ] 3 30 (T T DI et e,
t'=171=
1<j <m
.t L, M . R
2,t,7 —i'11.J n z,t' =T (j5),5 z,t' —=TM(5),5+1 ~w,t,j isd
’U]/ Z Z] [h’t Z ZT 1(777'] 777',] ) - 77]/ + ht(sj ]7
t'=1
1<j'<m
. ot n ’ L/ - ’ Mo\ -
2,t, z,t'=T"(j),] z,t' =T (j),j+1 it
O >da=hi Y0 Y (em — Nrm ) — ],

=1 r=7/4 M (m)
1< <n
t , Ny , N .
P d ] Y S T gt T )
! i ) ) 4 )
T t'=1r=7'4+M(m) T

1< <n
. ot n L M X .
21, t -7 t'—T +1 t
Mj/t] > [ Zl Zl( © (4).3 7796,] (4).3 ) — ;74; I 4 th{j’:j}}v
t'=171=
1< <m
. .t n M . .
2.t, t'—TL (), t'—T 41 o,
ppt? z =k 3 S O T O it b )
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1< <m

- n 4 Ly 5 ’ M\ - .
~2.t, =1 s =1 41 i,
/’L‘rt] >— [ hg E: § (nqw-,m (9).3 7777af,m (3)3 )*ﬁ?th
t'=17=7'+M(m)
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i VA S D DI (S L o A A AL |
t'=1 T:T’+M(m)
1<7<n

Here p?* and %/ are the “sensitivity parameters” (denoted by « in chapter 3),

" 1, =4 )
and 6; = { 0’ j 4 “; , are the Kronecker symbols. Rather than choosing p®"7,
)



SELECTED APPLICATIONS

439

Data type Notation | Data set I Data set 11
number of periods n 20 20
number of echelons m 3 3
() 2 2
delays (all 7) M(j) 0 0
1) 0 0
c 2 2
costs (all j and t) h} 1 1
P} 3 3
normal ranges of D, [4,10] [90,110] if ¢ < 10
uncertainty set [135,165] if ¢ > 10
(all j and t) Z; [10,14] [130,220]

Table 15.5 Data sets for the supply chain problem.

%% in advance, we treat them here as variables, but limit their variability by
adding the following constraints:

DR 2t
Uy, -/
E Z/’[’]/ §a2,Zj/7 ISJ §m7
t=1j=1
D o~m ~2,4,§
77450, /
Zijl,LLT/ SaQ,DTI7 ]-ST Sn
t=1

The complete AAGRC formulation of the supply chain problem (15.3.4) is
an LP with O(m?n + mn?) constraints and O(m?n?) variables (more precisely
1427m +27n + mn(8 4+ 28m + 28n) constraints and 1 + 8m + 8n + 2mn +mn(2 +
15m + 15n 4+ mn) variables). As an example for a problem with 3 echelons and 20
time periods, and where all the linear decision rules (LDRs) use the entire demand
history, the LP has 39,742 constraints and 24,605 variables. Such a problem is
solved in about 10 minutes using a state-of-the-art LP solver on a PC with an
AMD 1.8 GHz processor and 1GB of memory.

15.3.4 Computational Results

We have tested the outlined AAGRC approach as applied to the supply chain
problem (15.3.4) in an intensive simulation study. We used two different data sets
given in table 15.5.

15.3.4.1 Bullwhip effect results

Here we used data set I, which complies with the data used in the example of
section 15.3.2. We solved problem (15.3.3) by the RC, the AARC, and the AAGRC
methods. The results are shown in figure 15.5.

All three robust methods resulted in a dramatic reduction of the bullwhip
effect compared to the heuristic method employed in section 15.3.2 (See figure
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Figure 15.5

Bullwhip effects.
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15.4). Of the three, the AAGRC method exhibited the smallest fluctuation range
in the inventory level.

15.3.4.2 Optimal cost results

Here we used data set 11, in which the demand is of a step-type: the demand starts
at a constant value and after some time jumps to a new, higher value, and remains
at this new level until the end of the planning horizon. This type of demand is
used in [103] since, according to [69], it invokes all resonance frequencies of the
dynamical system and is therefore very useful when studying the dynamics of the
system. We chose the demand average over the first 10 periods to be 100 units,
and the average over the remaining 10 periods to be 150 units; the actual demand
fluctuated within a given margin around these averages.

In our simulations we used 4 different demand distributions as given in ta-
ble 15.6. In two of them, the fluctuation margin was 10%, and in the remaining
two it was 20%.

.. . Initial
Distribution || Input number Demand (D) inventory (27)

LB UB | Relevance LB UB
90 110 t <10

Uniform 1(a) 135 | 165 | ¢>10 180 | 220
80 120 t <10

1(b) 120 180 t> 10 160 240

Mean | Std | Relevance | Mean Std

100 3% t<10 5

Normal 2(a) 150 | 25 | ¢>10 200 63

100 | 62 | t<10 ;

2(b) 150 5 t> 10 200 133

Table 15.6 Step demand — input distributions.

In order to estimate the quality of our solution, we have used the utopian
solution as a benchmark. For a given simulated demand/initial inventory, the
utopian solution is the optimal solution of the corresponding deterministic LP in
(15.3.4). The average (over all simulated trajectories) of the optimal utopian cost
is denoted by OPT. Let C4 be the average optimal cost for a solution method A.
We use the deviation ratio:

a_ Ca

T OPT
as our measure of the effectiveness of method A.

We can see in table 15.7 that the average cost tends to decrease as we move
from the RC to the AAGRC. The methods are comparatively close to the utopian
solution, and for both the AARC and AAGRC the cost is, on average, just 15%
higher than the “utopian” cost. Note that the difference with the utopian cost is an
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upper bound on the deviation from the “true optimal” solution, that is, the solution
of the (untractable) ARC.

Input || Measure Average
RC AARC | AAGRC
1(a) Cost 14,910 | 14,330 14,330
R 0.19 0.14 0.14
1(b) Cost 15,598 | 14,386 14,386
R 0.24 0.15 0.15
2(a) Cost 14,701 | 14,271 14,113
R 0.18 0.14 0.13
2(b) Cost 15,112 | 14,335 14,229
R 0.21 0.15 0.14

Table 15.7 Step type demand — method comparison — averages of the cost and of devi-
ation ratio R.

15.3.4.3 The effect of the sensitivity parameter

The main feature of the AAGRC approach as compared to the AARC is the pos-
sibility to control to some extent the behavior of the system when uncertain data
run outside of their normal range by playing with the sensitivity parameter « (see
Definition 3.1.1 in chapter 3). The choice of oo = 0 results in the most conservative
attitude: the constraint must be satisfied not just for parameters in the normal
range, but for all physically possible values, which typically results in infeasible
AAGRC. The choice a = oo corresponds to focusing solely on the normal range
of uncertain data and makes the AAGRC identical to the AARC. An intermedi-
ate choice a € (0,00) balances these two extreme attitudes. With such an «, the
AAGRC is “more constrained” than the AARC and thus leads to a larger (or the
same) optimal value. This comparison, however, has to do with the worst-case
realization of the data in the normal range; when the data can run out of their
normal range, the AAGRC-based decision rules can outperform the AARC-based
rules. We are about to present the related numerical results as obtained for our
supply chain problem.

We focus on the constraint in (15.3.4) that requires nonnegativity of the
vectors x and w and impose, when solving the AAGRC, an upper bound @ on the
related sensitivity parameters. Note that in the AAGRC, the sensitivity parameters
are treated as variables rather than given constants. The possible values of @ in
our experiments were values co = @p > a1 > Qo > az > ay. Our goal was to
investigate the influence of @ on the cumulative distribution function (cdf) of the
deviation ratio R. To this end we used the data set I from table 15.5 and tested 6
different cases of the probability distribution of the demands and initial inventories
(see table 15.7). For each input distribution we simulated 50 realizations to build
the empirical cdf of the deviation ratio R. The results are plotted in figure 15.6.
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It is clearly seen that for all input distributions we examined, the results
are consistent. First, the AARC, as it should be, is better than the RC. Second,
as @ decreases, starting from oo, which is the AARC case, the optimal value of
the AAGRC increases (since the problem becomes more constrained). Specifically,
it is Opt(AARC) = 1410 for @ € [a;,ap = oo], 1628 for @ = @z, 2055.5 for
a = as, and 2137 for @ = @y. However, the simulation results (reflecting average
performance of the corresponding solutions) are of a different flavor: we get better
results when using the AAGRC with @ = @; and @ = @y than when using the
AAGRC with @ = @y, which is the AARC. We also see that too strong bounds
on the sensitivity parameters could be dangerous: when setting @ to a3 and oy,
the results become worse than even those for the RC solution. The bottom line is,
that with our distributions of initial states and demands, the intermediate choice
a = ay in the AAGRC results in a control policy that outperforms those given by
the AARC and RC. For example, figure 15.6 shows that with the AAGRC-based
policy corresponding to @ = @z, the deviation ratio is < 40% with probability 0.7,
while for the AARC-based policy similar probability is < 0.2.

15.3.4.4 The effect of the normal range

In the previous section we discussed how changes in the upper bound @ on the
sensitivity parameters affect the performance of the associated AAGRC-based con-
trol of our supply chain. Note, however, that the decision on @ depends on the
chosen normal range of the uncertain data. Reducing this range with @ being fixed,
we reduce both Opt(AAGRC) and Opt(AARC) (since now we have to protect the
system against a smaller set of data perturbations), and at the same time spoil
the guarantees on the system’s behavior in the original range of uncertain data
(since what used to be in the normal range, now is outside of it). We are about
to report on an experiment that gives an impression of the associated tradeoffs. In
this experiment, we use data set I (see table 15.5); in particular, when evaluating
the performance of a control policy by simulation, we used a fixed demand distri-
bution P with the support [4,10]. In contrast to this, the AARC and the AAGRC
(with @ = @) were solved for two different normal data ranges shown in table 15.8,
which also presents the corresponding costs. We see that the optimal values of both
AARC and AAGRC indeed decrease as the normal data range shrinks, and that
with the same normal range, the optimal value of the AARC is indeed better than
that of the AAGRC. At the same time we see that in terms of the “empirical worst
case cost” (defined as the largest cost observed when processing a sample of 50 de-
mand trajectories drawn from the distribution P) the winner is the AAGRC-based
policy associated with the “small” normal range [5,9]. This means that using a
smaller normal range and protecting against infeasibility outside this range via the
AAGRC methodology, we can get better results than those yielded by the AARC
associated with a wider normal range.



SELECTED APPLICATIONS 445

Assumed AARC AAGRC
normal Optimal | Empirical worst || Optimal | Empirical worst
range value case value case
[4,10] 1410 1240 1628 1124
[5,9] 1149 1100 1311 1068

Table 15.8 AARC and AAGRC costs for different normal ranges of the uncertain data.

How much protection against infeasibility does the AAGRC provide? To
test this we again used simulations with demand trajectories drawn from P. The
AARC was run with three uncertainty sets [4,10], (which is the actual range of
the demand distributed according to P), [5,9] and [6,8], while the AAGRC was
run with the same sets as the normal ranges of the uncertain data, @ being set to
@. Since the second and the third sets of uncertain data underestimate the true
range of the uncertain demand, the resulting control policies from time to time can
generate infeasible controls (negative replenishment orders). Table 15.9 reports on
the frequency of these failures for the control policies in question, specifically, it
presents empirical probabilities, (built upon a sample of 50 demand trajectories
drawn from P) to issue at least one and at least two infeasible order(s).

Assumed AARC AAGRC
normal range | N>1 | N>2 || N>1 | N>2
[4,10] 0% 0% 0% 0%
[5,9] 24% 22% 28% 0%
[6,8] 24% 24% 0% 0%

Table 15.9 Percent of replications with N > 0 infeasible orders.

Here again we see how advantageous the AAGRC approach is: in every one
of the experiments with time horizon 20, the AAGRCs associated with “underes-
timated” uncertainty result in at most one infeasible order. In contrast to this,
AARCs associated with “underestimated” uncertainty result in more than one in-
feasible order in about 20% of experiments (and in some of them produce as much
as 6 infeasible orders).
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Appendix A

Notation and Prerequisites

A.1 NOTATION

e 7, R, C stand for the sets of all integers, reals, and complex numbers, respectively.

o Cmxm R™X™ gtand for the spaces of complex, respectively, real m x n matrices.
We write C™ and R™ as shorthands for C**!, R"*!, respectively.

For A € C™*" AT stands for the transpose, and A for the conjugate transpose
of A:

(AT = Aur,
where Z is the conjugate of z € C.
e Both C™*™ R™*™ are equipped with the inner product
(A,B) =Tr(AB") => " 4,.B,..

The norm associated with this inner product is denoted by || - ||2.
o For p € [1, 00|, we define the p-norms || - ||, on C” and R™ by the relation
zg|P) P <
lofly = § (il Sp<e g cpco,
limy, oo [|2[|, = max; |z, p=o0

Note that when p,q € [1,00] and % + % = 1, then the norms || - ||, and || - ||, are
conjugates of each other:

zllp, = max |[{z,y)]|.

lollp = max )

In particular, [(z,y)| < ||z|pllyll; (Holder inequality).

e We use the notation I,,, 0.,,xn for the unit m x m, respectively, the zero m x n
matrices.

e H™ S™ are real vector spaces of m x m Hermitian, respectively, real symmetric
matrices. Both are Euclidean spaces w.r.t. the inner product (-, -).

o We use “MATLAB notation”: when Ay, ..., Aj are matrices with the same number
of rows, [Ay, ..., Ag] denotes the matrix with the same number of rows obtained by
writing, from left to right, first the columns of A;, then the columns of As, and so
on. When Ay, ..., Ay are matrices with the same number of columns, [A7; As; ...; Ag]
stands for the matrix with the same number of columns obtained by writing, from
top to bottom, first the rows of A1, then the rows of Ay, and so on.
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e For a Hermitian/real symmetric m x m matrix A, A(A) is the vector of eigenvalues
Ar(A) of A taken with their multiplicities in the non-ascending order:

AL(A) > Aa(A) > ... > Am(A).

e For an m x n matrix A, 0(A) = (01(A), ...,0,(A))T is the vector of singular values
of A:
or(A) = A2 (AT 4),

and

[All22 = [[All = 01(A) = max {[|Azls : x € C", [|lz]2 < 1}
(by evident reasons, when A is real, one can replace C" in the right hand side with
R™).
e For Hermitian/real symmetric matrices A, B, we write A = B (A = B) to express
that A — B is positive semidefinite (resp., positive definite).

A.2 CONIC PROGRAMMING
A.2.1 Euclidean Spaces, Cones, Duality
A.2.1.1 Euclidean spaces

A Euclidean space is a finite dimensional linear space over reals equipped with an
inner product {x,y)r — a bilinear and symmetric real-valued function of z,y € E
such that (x,z)r > 0 whenever x # 0.

Example: The standard Euclidean space R". This space is comprised
of n-dimensional real column vectors with the standard coordinate-wise linear op-
erations and the inner product (z,y)g» = z7y. R™ is a universal example of an
Euclidean space: for every Euclidean n-dimensional space (E, (-,-)g) there exists a
one-to-one linear mapping z + Ax : R® — E such that 27y = (Ax, Ay)p. All we
need in order to build such a mapping, is to find an orthonormal basis ey, ..., e,,
1, i=j
0, i#]
a basis always exists. Given an orthonormal basis {e;}_;, a one-to-one mapping
A :R™ — E preserving the inner product is given by Az = >"" | z;e;.

n = dim E, in E, that is, a basis such that (e;,e;)p = 0;; = { ; such

Example: The space R™*" of m xn real matrices with the Frobenius
inner product. The elements of this space are m x n real matrices with the stan-
dard linear operations and the inner product (4, B)p = Tr(ABT) =Y, ;AijBij.

Example: The space S” of n x n real symmetric matrices with the
Frobenius inner product. This is the subspace of R"*" comprised of all sym-
metric n X n matrices; the inner product is inherited from the embedding space. Of
course, for symmetric matrices, this product can be written down without trans-

position:
A,B eS" = <A,B>F = TI‘(AB) = ZAijBij~
]
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Example: The space H” of n xn Hermitian matrices with the Frobe-
nius inner product. This is the real linear space comprised of n x n Hermitian
matrices; the inner product is

(A, B) = Tr(AB™) = Tr(AB) = Zn: A By

ij=1
A.2.1.2 Linear forms on Euclidean spaces

Every homogeneous linear form f(x) on a Euclidean space (E, (-,-)g) can be rep-
resented in the form f(x) = (ef,z) g for certain vector ey € E uniquely defined by
f(-). The mapping f +— ey is a one-to-one linear mapping of the space of linear
forms on F onto E.

A.2.1.3 Conjugate mapping

Let (E,(-,-)g) and (F, (--)r) be Euclidean spaces. For a linear mapping A : E — F'
and every f € F, the function (Ae, f)r is a linear function of e € E and as such
it is representable as (e, A* f) g for certain uniquely defined vector A*f € E. Tt is
immediately seen that the mapping f — A*f is a linear mapping of F' into E; the
characteristic identity specifying this mapping is

<A€,f>F = <67A*f> V(GEE,fEF).

The mapping A* is called conjugate to A. It is immediately seen that the conjuga-
tion is a linear operation with the properties (A*)* = A, (AB)* = B*A*. 1f {e;}]*,
and {f;}_, are orthonormal bases in E, F', then every linear mapping 4 : E — F
can be associated with the matrix [a;;] (“matrix of the mapping in the pair of bases
in question”) according to the identity

m
AZI‘j@j = Z Zaijxj fl

i=1 i
(in other words, a;; is the i-th coordinate of the vector Ae; in the basis fi, ..., fn)-
With this representation of linear mappings by matrices, the matrix representing
A* in the pair of bases {f;} in the argument and {e;} in the image spaces of A* is
the transpose of the matrix representing A in the pair of bases {e;}, {fi}.

A.2.1.4 Cones in Euclidean space

A nonempty subset K of a Euclidean space (E,(-,-)g) is called a cone, if it is a
convex set comprised of rays emanating from the origin, or, equivalently, whenever
t1,t2 > 0 and x1, 22 € K, we have t1x1 + toxs € K.

A cone K is called regular, if it is closed, possesses a nonempty interior and
is pointed — does not contain lines, or, which is the same, is such that a € K,
—a € K implies that a = 0.
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Dual cone. If K is a cone in a Euclidean space (E, (-,-)g), then the set
K'={e€E:{eh)g >0Vh € K}

also is a cone called the cone dual to K. The dual cone always is closed. The
cone dual to dual is the closure of the original cone: (K*)* = clK; in particular,
(K*)* = K for every closed cone K. The cone K* possesses a nonempty interior if
and only if K is pointed, and K* is pointed if and only if K possesses a nonempty
interior; in particular, K is regular if and only if K* is so.

Example: Nonnegative ray and nonnegative orthants. The simplest
one-dimensional cone is the nonnegative ray R, = {¢ > 0} on the real line R'. The
simplest cone in R™ is the nonnegative orthant R = {x e R": 2; > 0,1 < i < n}.
This cone is regular and self-dual: (R7)* = R’.

Example: Lorentz cone L™. The cone L™ “lives” in R™ and is comprised

of all vectors x = [x1;...;2,] € R™ such that =, > Z?;ll z%; same as R, the
Lorentz cone is regular and self-dual.

By definition, L' = R is the nonnegative orthant; this is in full accordance
with the “general” definition of a Lorentz cone combined with the standard con-

vention “a sum over an empty set of indices is 0.”

Example: Semidefinite cone S’}. The cone S’ “lives” in the Euclidean
space S™ of n X n symmetric matrices equipped with the Frobenius inner product.
The cone is comprised of all n x n symmetric positive semidefinite matrices A, i.e.,
matrices A € 8" such that 27 Az > 0 for all 2 € R™, or, equivalently, such that all
eigenvalues of A are nonnegative. Same as R’} and L", the cone S is regular and
self-dual.

Example: Hermitian semidefinite cone H’'. This cone “lives” in the
space H™ of n x n Hermitian matrices and is comprised of all positive semidefinite
Hermitian n x n matrices; it is regular and self-dual.

A.2.2 Conic Problems and Conic Duality
A.2.2.1 Conic problem

A conic problem is an optimization problem of the form

A;x —b; € K;,t=1,....m,
} ()

Opt(P) = mxin{<c,a:>E YA — b

where

e (E,(,-)g) is a Euclidean space of decision vectors x and ¢ € E is the objective;

e A;, 1 <i < m, are linear maps from E into Euclidean spaces (F;, (-, ), ),
b; € F; and K; C F; are regular cones;

e A is a linear mapping from E into a Euclidean space (F, (-,-)r) and b € F.
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Examples: Linear, Conic Quadratic and Semidefinite Optimization.
We will be especially interested in the three generic conic problems as follows:

e Linear Optimization, or Linear Programming: this is the family of all conic
problems associated with nonnegative orthants R, that is, the family of all
usual LPs min,{cTz : Az — b > 0};

e Conic Quadratic Optimization, or Conic Quadratic Programming, or Second
Order Cone Programming: this is the family of all conic problems associated
with the cones that are finite direct products of Lorentz cones, that is, the
conic programs of the form

min {¢"z : [A1;.; Aplz — [bi; i bp] € LM x L x LFe )
xr
where A; are k; x dim  matrices and b; € R¥:. The “Mathematical Program-
ming” form of such a program is
min {c"z : Az — bl < o]z — B;, 1 <i <m},
xr

where A; = [A;;al] and b; = [b;; 5], so that «; is the last row of A;, and 3;
is the last entry of b;;

e Semidefinite Optimization, or Semidefinite Programming: this is the family
of all conic problems associated with the cones that are finite direct products
of Semidefinite cones, that is, the conic programs of the form

dim x

. T .. 40 j .

min cm.Ai—i-E z;A] =0,1<i<mp,
=1

where A} are symmetric matrices of appropriate sizes.

A.2.3 Conic Duality
A.2.3.1 Conic duality — derivation

The origin of conic duality is the desire to find a systematic way to bound from
below the optimal value in a conic problem (P). This way is based on linear
aggregation of the constraints of (P), namely, as follows. Let y; € K} and z € F'.
By the definition of the dual cone, for every z feasible for (P) we have
(Ajyi, x)p — (Yi i)y, = (Yis Az — bi)p, 20,1 <i <m,
and of course
(A*z,2yp — (2,b)p = (2, Az — b)p = 0.

Summing up the resulting inequalities, we get

(A*z—i—ZA?yi,’I)E > (z,b)F +Z<yiabi>ﬂ' ()
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By its origin, this scalar linear inequality on z is a consequence of the constraints
of (P), that is, it is valid for all feasible solutions z to (P). It may happen that
the left hand side in this inequality is, identically in x € FE, equal to the objective
(¢, z) g; this happens if and only if

A*z—l—ZAfyi =c

Whenever it is the case, the right hand side of (C') is a valid lower bound on the
optimal value in (P). The dual problem is nothing but the problem

yiEK*,lgiSma
tD = b i;bi - . D
Opt(D) z“}fﬁ {(z, )P +;<y ), Az+ 3 Aty =c¢ } D)

of maximizing this lower bound.
By the origin of the dual problem, we have
Weak Duality: One has Opt(D) < Opt(P).

We see that (D) is a conic problem. A nice and important fact is that conic duality
is symmetric.

Symmetry of Duality: The conic dual to (D) is (equivalent to) (P).

Proof. In order to apply to (D) the outlined recipe for building the conic
dual, we should rewrite (D) as a minimization problem

. yieK1<i<m /
_ tD = 7b i?ibi : K ; D
ou)= iy {0 S s JIR LT e o

the corresponding space of decision vectors is the direct product F' x F} x ... X Fy,
of Euclidean spaces equipped with the inner product

(2391, oo Ul (2500 s Un)) = (2 2V 0 + D (i Ui B

The above “duality recipe” as applied to (D’) reads as follows: pick weights n; €
(K?)* =K, and ¢ € F, so that the scalar inequality

<<,A*z+ZA;fyi>E +Z<m,yi>p,., > (¢, 0)E ()

=(AC,2)F+2 ; (AiC+mi,y:) F,

in variables z, {y;} is a consequence of the constraints of (D’), and impose on the
“aggregation weights” ¢, {n; € K;} an additional restriction that the left hand side
in this inequality is, identically in z,{y;}, equal to the objective of (D’), that is,
the restriction that

ACZ_b7AZ<+T/Z:_b'L71SZSma
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and maximize under this restriction the right hand side in (C”), thus arriving at
the problem

max < {c, : .
0
Substituting = —(, the resulting problem, after eliminating 7; variables, is noth-

ing but
ma{ <C.’£> Alx—bleK“lSzgm}
X\ —\GT)E ¢ )

which is equivalent to (P). O

A.2.3.2 Conic Duality Theorem
A conic program (P) is called strictly feasible, if it admits a feasible solution Z such
that A;z = —b; € intK;, i =1,...,m.

Conic Duality Theorem is the following statement resembling very much the
standard Linear Programming Duality Theorem:

Theorem A.2.1. [Conic Duality Theorem| Consider a primal-dual pair of
conic problems (P), (D). Then

(i) [Weak Duality] One has Opt(D) < Opt(P).

(ii) [Symmetry] The duality is symmetric: (D) is a conic problem, and the
problem dual to (D) is (equivalent to) (P).

(iii) [Strong Duality] If one of the problems (P), (D) is strictly feasible and
bounded, then the other problem is solvable, and Opt(P) = Opt(D).

If both the problems are strictly feasible, then both are solvable with equal
optimal values.

Proof. We have already verified Weak Duality and Symmetry. Let us prove
the first claim in Strong Duality. By Symmetry, we can restrict ourselves to the
case when the strictly feasible and bounded problem is (P).

Consider the following two sets in the Euclidean space G = RxF X Fy X...X F,:

T = {lt;zy15Ym] s vt = (e, 2)p5ys = Az — by, 1 < i <y
z = Ax — b},
S = A=y iym] 1t <OpH(P),y1 € Ky, ..., ym € Kin, 2 = 0}

The sets T and S clearly are convex and nonempty; observe that they do not
intersect. Indeed, assuming that [t;z;y1;...;9m] € S N T, we should have t <
Opt(P), and y; € K;, z = 0 (since the point is in S), and at the same time for
certain € F we should have t = {¢,2)p and A;x —b; =y; € K;, Ax —b=2=0,
meaning that there exists a feasible solution to (P) with the value of the objective
< Opt(P), which is impossible. Since the convex and nonempty sets S and T do
not intersect, they can be separated by a linear form: there exists [7; ;15 ...;9m] €
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G=Rx F x F} x ... x F,, such that

(a) sup ([T G0 0wl [B 23015 Ym]) e
[t;z59155ym] €S
< inf ([T CGms s mmls [ 25915 5 Yml) @
[t;z59155ym] €T
(b) inf ([T CGms s nmls [ 25915 5 Yml)

[t;z3y15..5ym] €S

< sup (T3¢ m5 5 0mls [6 23915 5 Um) 6
[t;z5915.5ym]€T

or, which is the same,

(a) sup [Tt + Zz <77ia yz>FL]
t<Opt(P),y; €K,

< lng [T(c,x)p + ((, Ax —b)p + >, (i, Aix — bi) ],

. A21
OIS TSNS SN 2
t<Opt(P),y: €K,
< Sug [T<C? $> + <C7AI - b>F + Zz<n’u Az — bl>FJ .
e
Since the left hand side in (A.2.1.a) is finite, we have
7>0, - eKL1<i<m, (A.2.2)

whence the left hand side in (A.2.1.a) is equal to 7Opt(P). Since the right hand
side in (A.2.1.a) is finite and T > 0, we have

A*C+ Z Aini+71c=0 (A.2.3)

and the right hand side in (a) is (=,b)p — >, (7, bi) F,, so that (A.2.1.a) reads
TOPt(P) < (=C,b)p — Y _(mi,bi)r,. (A.2.4)

We claim that 7 > 0. Believing in our claim, let us extract from it Strong Duality.
Indeed, setting y; = —n; /7, z = —(/7, (A.2.2), (A.2.3) say that z, {y;} is a feasible
solution for (D), and by (A.2.4) the value of the dual objective at this dual feasible
solution is > Opt(P). By Weak Duality, this value cannot be larger than Opt(P),
and we conclude that our solution to the dual is in fact an optimal one, and that

Opt(P) = Opt(D), as claimed.

It remains to prove that 7 > 0. Assume this is not the case; then 7 = 0 by
(A.2.2). Now let Z be a strictly feasible solution to (P). Taking inner product of
both sides in (A.2.3) with Z, we have

<<a AIE>F + Z<nzv Azi.>F1 = 0;

while (A.2.4) reads
—(C by =D (mis i) > 0.

(2

Summing up the resulting inequalities and taking into account that Z is feasible for
(P), we get
Z<’I7i, AT — bl> > 0.

(3
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Since A;z — b; € intK,; and n; € —K, the inner products in the left hand side of
the latter inequality are nonpositive, and i-th of them is zero if and only if n; = 0;
thus, the inequality says that n; = 0 for all i. Adding this observation to 7 = 0
and looking at (A.2.3), we see that A*¢ = 0, whence ((, Az)r = 0 for all z and, in
particular, (¢,b)r = 0 due to b = AZ. The bottom line is that (¢, Az — b)r = 0 for
all . Now let us look at (A.2.1.b). Since 7 =0, n; = 0 for all 4 and ((, Az —b)p =0
for all , both sides in this inequality are equal to 0, which is impossible. We arrive
at a desired contradiction.

We have proved the first claim in Strong Duality. The second claim there is
immediate: if both (P), (D) are strictly feasible, then both problems are bounded
as well by Weak Duality, and thus are solvable with equal optimal values by the
already proved part of Strong Duality. O

A.2.3.3 Optimality conditions in Conic Programming

Optimality conditions in Conic Programming are given by the following statement:

Theorem A.2.2. Consider a primal-dual pair (P), (D) of conic problems, and
let both problems be strictly feasible. A pair (z,& = [2;y1;...; ym]) of feasible solu-
tions to (P) and (D) is comprised of optimal solutions to the respective problems
if and only if

(1) [Zero duality gap] One has

DualityGap(z;&) = (c,x)p — [(z,0)r + >, (bi,¥i) ]
= 0,

same as if and only if
(ii) [Complementary slackness]

Proof. By Conic Duality Theorem, we are in the situation when Opt(P) =
Opt(D). Therefore

DualityGap(z;€) = [{¢,z)g — Opt(P)]

+ |Opt(D) —

(z,b)F + Z(bi, yz‘>F,L-H

b

Since = and & are feasible for the respective problems, the duality gap is nonnegative
and it can vanish if and only if a = b = 0, that is, if and only if z and £ are optimal
solutions to the respective problems, as claimed in (i). To prove (ii), note that since
z is feasible, we have

AI:b7 Azxsz EKZa C:A*ZJFZA:%’% GKrv
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whence

DuahtyGap(‘T; 5) = <C7 x>E - [<Z7 b>F + Zz <bZ7 y'L>F7.]

= (A2 43 Ajyi, x)e — [(2,0)F + 22;(bis yi) r]

= <Z, Ax — b>F + Zz <yi7 Az — bi>Fi7

—_—— —_—————
=0 >0

where the nonnegativity of the terms in the last ) . follows from y; € K}, A;z; —b; €
K;. We see that the duality gap, as evaluated at a pair of primal-dual feasible
solutions, vanishes if and only if the complementary slackness holds true, and thus
(ii) is readily given by (i). O

A.2.4 Conic Representations of Sets and Functions
A.2.4.1 Conic representations of sets

When asked whether the optimization programs

. T
min a;y—b; A25
1 ;:1 la; y — bil (A.2.5)
and -
min 11Snizgin la; y — by (A.2.6)

are Linear Optimization programs, the answer definitely will be ”yes”, in spite of
the fact that an LO program is defined as

min {ch Az > b, Px = p} (A.2.7)

and neither (A.2.5), nor (A.2.6) are in this form. What the “yes” answer actually
means, is that both (A.2.5) and (A.2.6) can be straightforwardly reduced to, or,
which is the same, represented by LO programs, e.g., the LO program

min{Zui — gafyfbi < ug, 1§i§m} (A.2.8)
y,u

i=1
in the case of (A.2.5), and the LO program
min {t -t < al-Ty -0 <t,1<i< m} (A.2.9)
y,t

in the case of (A.2.6).

An “in-depth” explanation of what actually takes place in these and similar
examples is as follows.

i) The “initial form” of a typical Mathematical Programming problem is
min,cy f(v), where f(v) : V — R is the objective, and V' C R" is the feasible
set of the problem. It is technically convenient to assume that the objective
is “as simple as possible” — just linear: f(v) = ev; this assumption does
not restrict generality, since we can always pass from the original problem,
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given in the form min,cy ¢(v), to the equivalent problem

min {"y=s:yeY ={v;s]:veV,s>¢(v)}}.

y=[v;s]
Thus, from now on we assume w.l.o.g. that the original problem is

min {dTy cyeY}. (A.2.10)
y

it) All we need in order to reduce (A.2.10) to an LO program is what is called a
polyhedral representation of Y, that is, a representation of the form

U={yeR":3u:Ay+Bu—beR)}

Indeed, given such a representation, we can reformulate (A.2.10) as the LO
program

min {c"z:=d"y: A(z) := Ay + Bu—1b > 0}.

z=(y;u]

For example, passing from (A.2.5) to (A.2.8), we first rewrite the original

problem as
. T
: i — 04 <
r?’lyn{t E la; v b|t}

and then point out a polyhedral representation

{lyst] - 2, lady — bil <t}
Ui*a;y‘i’bizo,

={ly;t] : Ju:{ wi+ajy—b; >0, }
t—ziuiz()

Aly;t]+Bu—b>0

of the feasible set of the latter problem, thus ending up with reformulating
the problem of interest as an LLO program in variables y,t,u. The course of
actions for (A.2.6) is completely similar, up to the fact that after “linearizing
the objective” we get the optimization problem

mitn{t:ftga;fpyfbi <t 1§i§m}
v,
where the feasible set is polyhedral “as it is” (i.e., with polyhedral represen-

tation not requiring u-variables).

The notion of polyhedral representation naturally extends to conic problems, specif-
ically, as follows. Let IC be a family of regular cones, every one “living” in its own
Euclidean space. A set Y C R™ is called K-representable, if it can be represented
in the form

Y={yeR":JueR™: Ay+ Bu—b e K}, (A.2.11)
where K € K and A, B, b are matrices and vectors of appropriate dimensions. A rep-
resentation of Y of the form (A.2.11), (i.e., the corresponding collection A, B, b, K),
is called a KC-representation (KC-r. for short) of Y.

Geometrically, a K-r. of Y is the representation of Y as the projection
on the space of y variables of the set Y, = {[y;u] : Az + Bu — b € K},
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which, in turn, is given as the inverse image of a cone K € I under the
affine mapping [y; u] — Ay + Bu — b.

The role of the notion of a conic representation stems from the fact that given a IC-r.
of the feasible domain Y of (A.2.10), we can immediately rewrite this optimization
program as a conic program involving a cone from the family /C, specifically, as the
program

min {cTa: =d"y: A(x) = Ay + Bu—b¢€ K}. (A.2.12)

z=[y;u]

In particular,

e When K = LO is the family of all nonnegative orthants (or, which is the same,
the family of all finite direct products of nonnegative rays), a K-representation
of Y allows one to rewrite (A.2.10) as a Linear program;

e When K = CQO is the family of all finite direct products of Lorentz cones,
a C-representation of Y allows one to rewrite (A.2.10) as a Conic Quadratic
program;

e When £ = SDO is the family of all finite direct products of positive semidefi-
nite cones, a KC-representation of Y allows one to rewrite (A.2.10) as a Semidef-
inite program.

Note that a C-representable set is always convex.

A.2.4.2 Elementary calculus of KC-representations

It turns out that when the family of cones IC is “rich enough,” IC-representations
admit a kind of simple “calculus” that allows to convert KC-r.’s of operands partic-
ipating in a standard convexity-preserving operation, like taking intersection, into
a IC-r. of the result of this operation. “Richness” here means that

e contains a nonnegative ray R ;

e is closed w.r.t. taking finite direct products: whenever K; € ;1 <i<m <
00, one has K; x ... x K,,, € K;

e is closed w.r.t. passing from a cone to its dual: whenever K € K, one has
K* e K.

In particular, every one of the three aforementioned families of cones LO, CQO,
SDO is rich.

We present here the most basic and most frequently used “calculus rules” (for
more rules and for instructive examples of LO-, CQO-, and SDO-representable sets,
see [8]). Let K be a rich family of cones. Then
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i) [taking finite intersections] If the sets Y; C R™ are K-representable, 1 < i < m,
then so is their intersection ¥ = ﬁ Y;.
Indeed, if V; = {y € R" : Ju; : Az —&l—:B%Zu —b; € K; with K; € K, then
Y= {yeR":3u="[ur;...;unl:

[A1;...; Am]y + Diag{B1, ..., Bm }[u1; ... um] — [b1; ...; bm]
eK:=Ki x..xKn},

and K € I, since K is closed w.r.t. taking finite direct products.

i) [taking finite direct products] If the sets Y; C R™ are K-representable, 1 <
i < m, then so is their direct product Y =Y; X ... X Y},,.
Indeed, if V; = {y € R" : Ju; : Az + B;u — b, € K; with K; € K, then

Y= {y=1[yi;.;ym] € R™FTFTm  Foy = [ug;..;um] :
Diag{ A1, ..., An]y + Diag{ B, ..., Bm }u1; ...; um] — [b1; .-.; bm]
eK: =K x..xKy},

and, as above, K € K.

i11) [taking inverse affine images] Let Y C R™ be K-representable, let z — Pz+p :
RY — R™ be an affine mapping. Then the inverse affine image Z = {z :
Pz+peY} of Y under this mapping is K-representable.
Indeed, if Y ={y € R" : Ju: Ay + Bu — b € K} with K € K, then

Z={2zeR" :3u:A[Pz+p|+ Bu—-beK}.

EAerBu—z

iv) [taking affine images| If a set Y C R" is K-representable and y — z = Py+p:
R™ — R™ is an affine mapping, then the image Z = {z = Py+p:y €Y} of
Y under the mapping is K-representable.
Indeed, if Y = {y € R" : Ju : Au+ Bu—b € K}, then

Py+p—=z
Z={2zeR™:Jy;u]: | —Py—p+2 | €e Ky =R} xR} x K},
Ay+ Bu—b
—_— ——
=Az+B[y;u]—b

and the cone K belongs to K as the direct product of several nonnegative rays
(every one of them belongs to K) and the cone K € K.

Note that the above “calculus rules” are “completely algorithmic” — a IC-r. of the
result of an operation is readily given by K-r.’s of the operands.

A.2.4.3 Conic representation of functions

By definition, the epigraph of a function f(y): R” — RU {400} is the set
Epi{f} ={ly;t] eR" xR:t > f(y)}.

Note that a function is convex if and only if its epigraph is so.
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Let K be a family of regular cones. A function f is called KC-representable, if
its epigraph is so:

Epi{f} :={[y,t] : Ju: Ay +ta+ Bu—b e K} (A.2.13)

with K € K. A K-representation (K-r. for short) of a function is, by definition,
a KC-r. of its epigraph. Since K-representable sets always are convex, so are K-
representable functions.

Examples of C-r.’s of functions:

e the function f(y) = |y| : R — R is LO-representable:
{lyst] : t > [yl} = {lyst] : Aly; 6] == [t —yst +y] € R}
e the function f(y) = |ly|l2 : R™ — R is CQO-representable:
{ly:t] e R™ ot > lylla} = {[y:t] € L")

e the function f(y) = Amax(y) : S™ — R (the maximal eigenvalue of
a symmetric matrix y) is SDO-representable:

{lyst] € 8" xRt = Amax(y)} = {ly; 1] - Aly;t] :=tl, —y € ST}

Observe that a K-r. (A.2.13) of a function f induces K-r.’s of its level sets {y :
fly) <ck:

{y:fly) <c}={y:Fu: Ay + Bu—[b— ca] € K}.
This explains the importance of IC-representations of functions: usually, the feasible
set Y of a convex problem (A.2.10) is given by a system of convex constraints:

Y ={y: fily) S0, 1<i<m}

If now all functions f; are -representable, then, by the above observation and by
the “calculus rule” related to intersections, Y is IC-representable as well, and a /C-r.
of Y is readily given by K-r.’s of f;.

KC-representable functions admit simple calculus, which is similar to the one
of K-representable sets, and is equally algorithmic; for details and instructive ex-
amples, see [8].

A.3 EFFICIENT SOLVABILITY OF CONVEX PROGRAMMING

The goal of this section is to explain the precise meaning of the informal (and in
fact slightly exaggerated) claim,

An optimization problem with convex efficiently computable objective
and constraints is efficiently solvable.

that on many different occasions was reiterated in the main body of the book. Our
exposition follows the one from [8, chapter 5].
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A.3.1 Generic Convex Programs and Efficient Solution Algorithms

In what follows, it is convenient to represent optimization programs as
(p): Opt(p) = min {po(x) cx € X(p) C R"(p)} ,
x

where po(-) and X (p) are the objective, which we assume to be a real-valued function
on R™®) | and the feasible set of program (p), respectively, and n(p) is the dimension
of the decision vector.

A.3.1.1 A generic optimization problem

A generic optimization program P is a collection of optimization programs (p)
(“instances of P”) such that every instance of P is identified by a finite-dimensional
data vector data(p); the dimension of this vector is called the size Size(p) of the
instance:

Size(p) = dim data(p).

For example, Linear Optimization is a generic optimization problem £O
with instances of the form

(p) : HBD{CZ;.%‘ cx € X(p):={x: Az —b, > 0}}
[Ap = m(p) x n(p)];

where m(p), n(p), ¢p, Ap, by can be arbitrary. The data of an instance
can be identified with the vector

data(p) = [m(p); n(p); ¢pi bps Aps s ApP),
where A;, is i-th column in A,,.
Similarly, Conic Quadratic Optimization is a generic optimization prob-
lem CQQO with instances
(p) :  min, {cgat Tx € X(p)} ,
X(p) :=A{x: || Apix — bpill2 < e;x —dpi, 1 <i<m(p)}
[Api : ki(p) x n(p)]-
The data of an instance can be defined as the vector obtained by listing,

in a fixed order, the dimensions m(p), n(p), {ki(p)}" ¥ and the entries
of the reals dy;, vectors ¢, by, €y and the matrices AY,.

Finally, Semidefinite Optimization is a generic optimization problem
SDO with instances of the form
(p): ming {¢]z:2 € X(p):={x:A(z) =0,1<i<m(p)}}
Ab() = AO + 21 AL + oo+ T ALP,
where Af;z- are symmetric matrices of size k;(p). The data of an instance
can be defined in the same fashion as in the case of CQO.
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A.3.1.2 Approximate solutions

In order to quantify the quality of a candidate solution of an instance (p) of a
generic problem P, we assume that P is equipped with an infeasibility measure
Infeasp(p, z) — a real-valued nonnegative function of an instance (p) € P and a
candidate solution x € R™P®) to the instance such that € X(p) if and only if
Infeasp(p, z) = 0.

Given an infeasibility measure and a tolerance ¢ > 0, we define an € solution
to an instance (p) € P as a point x. € R*®) such that

po(ze) — Opt(p) < € & Infeasp(p, z) < e.

For example, a natural infeasibility measure for a generic optimization problem P
with instances of the form

(p) : mmin {po(z) 1z € X(p) :={z:pi(x) <0,1<i<m(p)}} (A.3.1)
Infeasp (p, z) = max [0, p1(2), p2(2), ... P (p) (@)] ; (A.3.2)

this recipe, in particular, can be applied to the generic problems £LO and CQO. A
natural infeasibility measure for SDO is

Infeasspo(p, ) = min {t > 0: A;(z) + I p) = 0,1 < i <m(p)}.

A.3.1.3 Convex generic optimization problems

A generic problem P is called convex, if for every instance (p) of the problem, po(z)
and Infeasp (p, x) are convex functions of x € R™®). Note that then X (p) = {x €
R™P) : Infeasp(p,2) < 0} is a convex set for every (p) € P.

For example, LO, CQO and SDO with the just defined infeasibility mea-
sures are generic convex programs. The same is true for generic problems with
instances (A.3.1) and infeasibility measure (A.3.2), provided that all instances are
convex programs, i.e., po(z),p1(z), ..., Pm(p) (¥) are restricted to be real-valued con-
vex functions on R™®),

A.3.1.4 A solution algorithm

A solution algorithm B for a generic problem P is a code for the Real Arithmetic
Computer — an idealized computer capable to store real numbers and to carry out
the operations of Real Arithmetics (the four arithmetic operations, comparisons
and computing elementary functions like /-, exp{-}, sin(-)) with real arguments.
Given on input the data vectors data(p) of an instance (p) € P and a tolerance
€ > 0 and executing on this input the code B, the computer should eventually stop
and output

— either a vector z. € R™P) that must be an e solution to (p),
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— or a correct statement “(p) is infeasible” /“(p) is not below bounded.”

The complexity of the generic problem P with respect to a solution algorithm
B is quantified by the function Comply(p,€); the value of this function at a pair
(p) € P, € > 0is exactly the number of elementary operations of the Real Arithmetic
Computer in the course of executing the code B on the input (data(p), €).

A.3.1.5 Polynomial time solution algorithms

A solution algorithm for a generic problem P is called polynomial time ( “efficient” ),
if the complexity of solving instances of P within (an arbitrary) accuracy € > 0 is
bounded by a polynomial in the size of the instance and the number of accuracy
digits Digits(p, €) in an e solution:

Comply(p, €) < x (Size(p)Digits(p, €))*,
Size(p) = dim data(p), Digits(p, €) = In (Slze(p)+|\data(p)“1+62> ;

€

from now on, x stands for various “characteristic constants” (not necessarily iden-
tical to each other) of the generic problem in question, i.e., for positive quantities
depending on P and independent of (p) € P and € > 0. Note also that while
the “strange” numerator in the fraction participating in the definition of Digits
arises by technical reasons, the number of accuracy digits for small € > 0 becomes
independent of this numerator and close to In(1/¢).

A generic problem P is called polynomially solvable (“computationally
tractable”), if it admits a polynomial time solution algorithm.

A.3.2 Polynomial Solvability of Generic Convex Programming Problems

The main fact about generic convex problems that underlies the remarkable role
played by these problems in Optimization is that under minor non-restrictive techni-
cal assumptions, a generic convex problem, in contrast to typical generic non-convex
problems, is computationally tractable.

The just mentioned “minor non-restrictive technical assumptions” are those
of polynomial computability, polynomial growth, and polynomial boundedness of
feasible sets.

A.3.2.1 Polynomial computability

A generic convex optimization problem P is called polynomially computable, if it
can be equipped with two codes, O and C, for the Real Arithmetic Computer, such
that:

e for every instance (p) € P and any candidate solution = € R™P) to the
instance, executing O on the input (data(p), «) takes a polynomial in Size(p) number
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of elementary operations and produces a value and a subgradient of the objective
po(-) at the point x;

e for every instance (p) € P, any candidate solution = € R™?) to the instance
and any € > 0, executing C on the input (data(p), z, €) takes a polynomial in Size(p)
and Digits(p, €) number of elementary operations and results
— either in a correct claim that Infeasp(p, z) < e,

— or in a correct claim that Infeasp(p,x) > € and in computing a linear form
e € R™P) that separates = and the set {y : Infeasp(p,y) < €}, so that

Y(y, Infeasp (p,y) < €) : Ty < el .

Consider, for example, a generic convex program P with instances of the form (A.3.1) and
the infeasibility measure (A.3.2) and assume that the functions po(-),p1(-), ..., Pm(p) () are
real-valued and convex for all instances of P. Assume, moreover, that the objective and
the constraints of instances are efficiently computable, meaning that there exists a code
CO for the Real Arithmetic Computer, which being executed on an input of the form
(data(p), z € R™P)) computes in a polynomial in Size(p) number of elementary operations
the values and subgradients of po(-), p1(:),...; Pm(p)(+) at . In this case, P is polynomially
computable. Indeed, the code O allowing to compute in polynomial time the value and
a subgradient of the objective at a given candidate solution is readily given by CO. In
order to build C, let us execute CO on an input (data(p),z) and compare the quantities
pi(z), 1 <i < m(p), with e. If p;(z) < ¢, 1 <i < m(p), we output the correct claim that
Infeasp(p, x) < €, otherwise we output a correct claim that Infeasp(p, x) > € and return,
as e, a subgradient, taken at x, of a constraint p;(,(-), where i(x) € {1,2,...,m(p)} is such
that p;(z)(x) > €.

By the reasons outlined above, the generic problems £O and CQO of Linear and
Conic Quadratic Optimization are polynomially computable. The same is true for Semidef-

inite Optimization, see [8, chapter 5].

A.3.2.2 Polynomial growth

We say that P is of polynomial growth, if for properly chosen x > 0 one has
V((p) € P,z € R"P)) :
- 1 X
max [[po(z)|, Infeasp (p, z)] < x (Size(p) + ||data(p)[|1)¥>2€ @

For example, the generic problems of Linear, Conic Quadratic and
Semidefinite Optimization clearly are with polynomial growth.

A.3.2.3 Polynomial boundedness of feasible sets

We say that P is with polynomially bounded feasible sets, if for properly chosen
x > 0 one has
. : xSize* (p)
V((p) € P) 1z € X(p) = [lzlloc < x (Size(p) + [|data(p)|1) :

While the generic convex problems L£O, CQO, and SDO are polynomially
computable and with polynomial growth, neither one of these problems (same as
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neither one of other natural generic convex problems) “as it is” possesses polynomi-
ally bounded feasible sets. We, however, can enforce the latter property by passing
from a generic problem P to its “bounded version” P, as follows: the instances
of Py are the instances (p) of P augmented by bounds on the variables; thus, an
instance (p4) = (p, R) of Py, is of the form

(p,R): min {pg(x) 2 € X(p,R) = X(p)N{z € R"® : ||z]|o < R}}

where (p) is an instance of P and R > 0. The data of (p, R) is the data of (p)
augmented by R, and

Infeasp, ((p, R), z) = Infeasp (p, ) + max|||z||- — R, 0].

Note that Py, inherits from P the properties of polynomial computability and/or
polynomial growth, if any, and always is with polynomially bounded feasible sets.
Note also that R can be really large, like R = 10'%°, which makes the “expressive
abilities” of Py, for all practical purposes, as strong as those of P. Finally, we
remark that the “bounded versions” of LO, CQO, and SDQO are sub-problems of
the original generic problems.

A.3.2.4 Main result

The main result on computational tractability of Convex Programming is the fol-
lowing:

Theorem A.3.1. Let P be a polynomially computable generic convex program
with a polynomial growth that possesses polynomially bounded feasible sets. Then
P is polynomially solvable.

As a matter of fact, “in real life” the only restrictive assumption in Theorem
A.3.1 is the one of polynomial computability. This is the assumption that is usu-
ally violated when speaking about semi-infinite convex programs like the RCs of
uncertain conic problems

min {czx cxeX(p)={reR"W : Az +a, e KY(Ce Z)}} :
x

associated with simple non-polyhedral cones K. Indeed, when K is, say, a Lorentz
cone, so that

X(p) = {z : [1Bpc + bycll2 < e+ dpc V(G € 2)},
to compute the natural infeasibility measure
min {¢ > 0 ||Byca + bycll < e + dpe + V(¢ € 2)}

at a given candidate solution x means to maximize the function f,(¢) = ||Bpcz +
bpcll2 — CZCx — dpc over the uncertainty set Z. When the uncertain data are affinely
parameterized by (, this requires a maximization of a nonlinear convex function
f2(¢) over ¢ € Z, and this problem can be (and generically is) computationally
intractable, even when Z is a simple convex set. It becomes also clear why the out-
lined difficulty does not occur in uncertain LO with the data affinely parameterized
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by ¢: here f,(¢) is an affine function of ¢, and as such can be efficiently maximized
over Z, provided the latter set is convex and “not too complicated.”

A.3.3 “What is Inside”: Efficient Black-Box-Oriented Algorithms in Convex
Optimization

Theorem A.3.1 is a direct consequence of a fact that is instructive in its own right
and has to do with “black-box-oriented” Convex Optimization, specifically, with
solving an optimization problem

géi)rcl f(z), (A.3.3)

where

e X C R"™is a solid (a convex compact set with a nonempty interior) known to
belong to a given Euclidean ball Ey = {z : ||z||2 < R} and represented by a
Separation oracle — a routine that, given on input a point z € R", reports
whether x € X, and if it is not the case, returns a vector e # 0 such that

elx > max eTy;
yeX

e f is a convex real-valued function on R™ represented by a First Order oracle
that, given on input a point € R", returns the value and a subgradient of
f at x.

In addition, we assume that we know in advance an r > 0 such that X contains a
Euclidean ball of the radius r (the center of this ball can be unknown).

Theorem A.3.1 is a straightforward consequence of the following important
fact:

Theorem A.3.2. [8, Theorem 5.2.1] There exists a Real Arithmetic algorithm
(the Ellipsoid method) that, as applied to (A.3.3), the required accuracy being € >
0, finds a feasible € solution z, to the problem (i.e., . € X and f(z.) —miny f < ¢)
after at most

N(e) = Ceil (2n2 [ln () +1n (M)D +1
Varg(f) = max )z, < f(z) — minj,,<r f(z)

steps, with a step reducing to a single call to the Separation and to the First
Order oracles accompanied by O(1)n? additional arithmetic operations to process
the answers of the oracles. Here O(1) is an absolute constant.

Recently, the Ellipsoid method was equipped with “on line” accuracy certifi-
cates, which yield a slightly strengthened version of the above theorem, namely, as
follows:

Theorem A.3.3. [86] Consider problem (A.3.3) and assume that
e X € R" is a solid contained in the centered at the origin Euclidean ball Ej



NOTATION AND PREREQUISITES 467

of a known in advance radius R and given by a Separation oracle that, given on
input a point z € R™, reports whether x € intX, and if it is not the case, returns a
nonzero e such that e’z > maXye x eTy:

e f :intX — R is a convex function represented by a First Order oracle
that, given on input a point z € intX, reports the value f(x) and a subgradient
f'(z) of f at x. In addition, assume that f is semibounded on X, meaning that

Vx(f) = SUPx,yeintX(y —z)T f'(z) < oc.

There exists an explicit Real Arithmetic algorithm that, given on input a
desired accuracy € > 0, terminates with a strictly feasible e-solution z. to the
problem (z. € intX, f(xc) —inf_ iy f(2) <€) after at most

N(e) = 0(1) (n2 [m (f) t+ln (HVXU))D

steps, with a step reducing to a single call to the Separation and to the First
Order oracles accompanied by O(1)n? additional arithmetic operations to process
the answers of the oracles. Here r is the supremum of the radii of Euclidean balls
contained in X, and O(1)’s are absolute constants.

The progress, as compared to Theorem A.3.1, is that now we do not need a
priori knowledge of » > 0 such that X contains a Euclidean ball of radius r, f is
allowed to be undefined outside of intX and the role of Varg(f) (the quantity that
now can be +00) is played by Vx (f) < supjpty f — infj ¢ f-
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Appendix B

Some Auxiliary Proofs

B.1 PROOFS FOR CHAPTER 4
B.1.1 Proposition 4.2.2

19, Let us first verify that Z. C Z,, where Z, is the feasible set of (4.0.1). Observe,
first, that Z2 C Z,. Indeed, let z = [zp; w] € Z2, and let P be the distribution of
(. Since z € Z2, there exists @ > 0 such that azg + ®(aw) < In(e). We have

Prob{¢ : 2o + w'¢ > 0} < E{exp{azo + aw’(}} < exp{azy + ®(aw)} < €

(the second < is given by (4.2.3)), as claimed. Since Z, clearly is closed, we conclude
that Z, =clZ2 C Z, as well.

2%, Now let us prove that Z, is exactly the solution set of the convex inequality
(4.2.6). We need the following

Lemma B.1.1. Let H(z) : RN — R U {+o00} be a lower semicontinuous
convex function and a be a real. Assume that H(0) > a, 0 € intDom H and the set
{#: H(z) < a} is nonempty. Consider the sets

He={z:33>0: H(B12) <a}, H=clHC.
Then the function G(z) = infgso [BH (87 '2) — Ba] is convex and finite everywhere,
H={z:G(z) <0} (B.1.1)
and H is a nonempty closed convex cone.
Lemma B.1.1 = Proposition 4.2.2: Setting H(z,z21,...,21) = 20 +

®(z1,...,21), a = In(e), we clearly satisfy the premise in Lemma B.1.1; with this
setup, the conclusion of Lemma clearly completes the proof of Proposition 4.2.2.

Proof of Lemma B.1.1: 0. H is convex, whence the function 3H(571z)
is convex in (8 > 0,z). It follows that G(z) is convex, provided that it is finite
everywhere. The latter indeed is the case. To see it, note that since 0 € intDom H,
BH(B712) is finite whenever f3 is large enough, so that G(z) < oo for every z. Due
to the same inclusion 0 € intH, we have H(u) > H(0)+ g% u for certain g and all u,
whence SH(3712) — Ba > B(H(0) —a)+ g* z, so that G(z) > —oo due to H(0) > a.
Thus, G(z) is a real-valued convex function, as claimed.

19 Let G = {2z : H(z) < a}. Then G is a nonempty closed and convex set, and
H° = {z:3a > 0: az € G}, so that the set H° is convex, nonempty and satisfies
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the relation aH® = H? for all & > 0. It follows that H = cl H® is a nonempty closed
convex cone. All we need to prove is that H admits the representation (B.1.1). Let
H be the right hand side set in (B.1.1); note that this set clearly contains H°.

20, We first prove that H contains H. To this end it suffices to verify that
if 8; > 0 and z; are such that H(ﬁ;lzi) < a for all 4 and z; — Z as ¢ — oo, then
Z € 'H. Indeed, passing to a subsequence, we may assume that as i — 0o, one of
the following 3 cases takes place:

1) B; — B € (0,00), 2) B — +00, 3) B; — +0.

In case 1) we have ﬂi_lzi — 371z and H(Bi_lzi) < a; since H is lower semicon-
tinuous, it follows that H(57'2) < a, and since 3 > 0, we get 2 € H° C H, as
required.

Case 2) is impossible, since here a > H(B; '2;) — H(0) as i — oo due to the

2

continuity of H at 0 € intDom H, while H(0) > a by assumption.

In case 3), Bi_lzi eqg, ﬁi_l — 400 and z; — Z as i — oo, whence Z is a recessive
direction of the nonempty closed convex set G. Let zp € G. Since H(0) > a, we
have zg # 0, and since 0 € intDom H, we can find A € (0,1) and w € Dom H such
that Azg + (1 — A)w = 0. Since 2o+ R1z € G and H is convex, H is bounded above
on the convex hull of the ray zp+ R4 Z and w, and this convex hull, by construction,
contains the ray R, z. We conclude that H(37'2) is a bounded above function of
>0, whence limg_ o [BH(B7'Z) — Ba] <0, and z € H, as claimed.

30, It remains to prove that H C H. Let z € H, so that
Z_hlglo ﬂi[H(ﬂflz) —al <0

for certain sequence {f3; > 0}; we should prove that z € clH°. Passing to a
subsequence, we can assume that as ¢ — oo, one of the above 3 cases 1), 2), 3)
takes place.

In case 1), we, same as above, have H(37!z) < a, whence z € H°, as required.
Case 2 is impossible by the same reasons as above. In case 3) H clearly is bounded
above on the ray Ryz: H(az) < a < oo for certain a. Now let zp be such that
H(zp) < a; then with properly chosen A € (0,1) we have H(Azg + (1 — Maz) <
AH (20)+(1=M)a < a for all & > 0, whence the points z; = [(1—=\)i] 71 [Azo+(1—\)iz]
are in H° due to H([(1 — A)i]z;) < a. As i — oo, we have z; — z, meaning that
z € clH°. O

B.1.2 Proposition 4.2.3

Assume, on the contrary to what should be proved, that there exists ¢ € R and a
sequence u’, ||u’|| — oo, i — oo, such that ¢(u’) < ¢ Vi. Since A has trivial kernel,
the sequence Au® +a is unbounded, so that we can find w such that the sequence of
reals w? (Au® + a) is above unbounded. On the other hand, from (4.2.7) it follows
that w? (Au+a) < ®(w)+ ¢(u) for all w, u, whence w? (Au’ +a) < ®(w) + ¢(u?) <
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®(w) + ¢, that is, the sequence w? (Au’ + a) is above bounded, which is the desired
contradiction. g

B.1.3 Theorem 4.2.5

Theorem 4.2.5 is an immediate corollary of the following statement:

Theorem B.1.2. Let ¥(z) : R™ — R be a convex function and ¢ (u) : R™ —
R U {+00} be a lower semicontinuous convex function with bounded level sets such
that

U(z) =sup {z" (Bu+b) —¢(u)}. (B.1.2)
Let, further, real p and a direction e € R” be such that
p < U(0) (B.1.3)
and
tlim U(z+te) < pVzeR™ (B.1.4)

Let us set Z°2 = {z: Ja > 0 : ¥(az) < p}, ZP = clZF. Then the set U* = {u :
Y(u) < —p} is a nonempty convex compact set and

2 € 7P < 2T (Bu+b) < 0Vu € UP. (B.1.5)
Theorem B.1.2 = Theorem 4.2.5. Let us set U(zg,21,...,21) = 20 +
D([z1;..52L]), ¥(-) = ¢(+), Bu+b=[1; Au+ al], p =In(e), e = [-1;0;...;0]. These

data clearly satisfy the premise in Theorem B.1.2. It remains to note that Z£ = Z¢
(so that Z° = Z.), UP = U, and 27 (Bu +b) = 29 + [21;...; 2] (Au + a).

Proof of Theorem B.1.2.

1°. First, let us verify that
inf ¢ (u) = —¥(0) (B.1.6)

and extract from this relation that U is a nonempty compact convex set.
Indeed, by (B.1.2) we have
T(0) = sup {0"(Bu+1b) —p(u)} = 1nf1/J
and (B.1.6) follows. Now, since p < ®(0), (B.1.6) says that —p > inf,, ¢)(u), so that

the set U” is nonempty. This set is convex, closed and bounded due to the fact
that v is a convex lower semicontinuous function with bounded level sets.

20, The result of 1° states that I/” is a nonempty convex compact set, that is the
first statement of Theorem B.1.2. To complete the proof, we need to justify the
equivalence in (B.1.5), which is the goal of items 3% and 4° to follow.

3%, We claim that whenever z € Z”, one has

2T (Bu+b) <0 VYuecl. (B.1.7)
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Indeed, assuming, on the contrary, that 27 (Bu + b) > 0 for certain @ with 9 (u) <
—p, observe that there exists a neighborhood U, of z and § > 0 such that [2/]T (Bu+
b) > § whenever 2’ € U,. Consequently, for every a > 0 and every 2z’ € U, we have
U(az') > al2|T(Bu+b) — (i) > ad +p > p, so that U, does not intersect Z° and
therefore z ¢ Z?, which is a desired contradiction.

49, To complete the proof of Theorem B.1.2, it suffices to justify the following
statement:

(1) If z satisfies (B.1.7), then z € Z°.
To this end, let us fix z satisfying (B.1.7).

4°.1. We claim that e (Bu+ b) < 0 for all u € Dom 1.
Indeed, assuming the opposite, there exists 4 € Dom such that e’ (B + b) > 0,
whence U(te) > te® (Bu + b) — () — oo as t — oo, which is impossible due to
(B.1.4).

4°.2. Consider the case when z is such that 27 (Bu+b) < 0 for all u € Dom 4.
We claim that in this case z + de € Z# for all § > 0, whence, of course, z € Z”. Let
us fix 6 > 0.

49.2.1) Let us first prove that (z + de)?(Bu + b) < 0 for every u € U”.
Indeed, assuming the opposite, there exists u € U? with (z + de)T (Bu + b) > 0.
Since 27 (Bu+b) <0 and e? (Bu+b) <0 for all u € Dom (by assumption in 4°.2
and by 4°.1, respectively), we conclude that 27 (B +b) = e? (Bu + b) = 0, whence
(z+te)T(Bu+0b) >0 for all t > 0, and therefore

Vt>0:U(z+te) > (z+te)T (Ba+b) — (@) >0—(—p) = p,
which contradicts (B.1.4).

49.2.2) Since U” is a compact set, 4°.2.1) implies that there exists v > 0 such

that
(z 4 6e)T(Bu+b) < —y VYu € U”.

Now let a > 0. We have

U(a(z +0e)) = Eup {a(z+de)T(Bu+b) — ¥(u)}
uweDom 4

= max [fég)ﬁ{a(z +de)T(Bu +b) —(u)},

sup {a(z + de)T (Bu+b) — p(u)}].
we(Dom )\ur
When u € U?, we have a(z+de)T (Bu+b)—1(u) < —ay+¥(0); this quantity is < p
for all large enough a > 0. When u € (Dom)\U*, we have a(z + de)T (Bu + b) —
P(u) <0+ p=p due to ¥(u) > —p and (2 + de)T (Bu +b) < 0 for all u € Dom ).
We see that W(a(z+ de)) < p for all large enough values of a, whence z + de € Z?,
as claimed in 4°.2.

4°.3. We have seen that the inclusion z € Z” takes place in the case of 4°.2.
It remains to verify that this inclusion takes place also when 27 (Bu + b) > 0 for
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certain u € Dom1. Assume that the latter is the case, and let us set

§ = {pa €R:3u:p>Y(u),q> c(u) = —2T(Bu+ b))}

T = {lpg) €eR?:p<—p,q<0}.
The sets S, T clearly are convex and nonempty; let us prove that S, T" do not
intersect. Indeed, assuming that [p;q] € SN T, we would have p < —p, ¢ < 0 and
for certain @ it holds p > v (u), ¢ > c(u), that is, 27 (B +b) > 0, while ¥(@) < —p;
this is the desired contradiction, since z satisfies (B.1.7).

Since S, T are nonempty non-intersecting convex sets, they can be separated:
there exists [p;v] # 0 such that

inf [up+wvq] > sup [up+ vq).

[psal€s [p;a]e€T
Due to the structure of S, T, this relation implies that p, v > 0 and that
inf  [up(u) + ve(u)] > —pp. (B.1.8)
weDom v

We claim that v > 0. Indeed, otherwise p > 0, and (B.1.8) would imply that
Y(u) > —p for all v € Dom1p, which is not the case (indeed, inf, ¥ (u) = —¥(0) <
—p according to (B.1.6) and (B.1.3)). Thus, v > 0. We claim that p > 0 as well.

Indeed, otherwise (B.1.8) would imply that  inf  c¢(u) > 0, that is, 27 (Bu+b) <
weDom ¢

0 for all u € Dom 1), which contradicts the premise in 4°.3. Thus, x> 0,7 > 0 and
therefore (B.1.8) implies that with o = v/p > 0 one has ]:i)nf [(u) + ac(u)] >
om ¢

ue

—p, that is,
U(az) = sup {azT(Bu +b) —¥(u)} < p,

whence z € Z£. The proof of (!) is completed. 0

B.1.4 Proposition 4.3.1

The set 'V is contained in the feasible set Z, of the chance constraint (4.0.1) by
(4.3.3), and since Z, is closed, it contains I'c = clT'? as well. All remaining assertions
are readily given by Lemma B.1.1 (where one should set H(z) = ¥(2), a = € and
use (4.3.2) to verify the validity of Lemma’s premise) combined with Remark 4.1.2.
O

B.1.5 Propositions 4.4.2, 4.4.4
B.1.5.1 Proof of Proposition 4.4.2

Let m,0 € II. We first prove that 8 >, 7 is equivalent to every one of the relations
(4.4.1), (4.4.2). Let p, ¢ be the densities, and let 1, v be the probability distributions
of m, 0. Let, further, m, = Prob{m = 0}, my = Prob{# = 0}, P(a) = faoo p(s)ds,
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Q(a) = [7 q(s)ds. For f € M, we have

ff(s) 5 :mﬂf +2f0 ( )ds—mﬂf +2f0 )[ P(s )}ds
=mxf(0) +2f(0)P( +2fo f()ds:f +2f0 f/(s) S,

and similarly [ f(s)dv(s) = ) + 2ff’ s)ds.  Thus, [ f(s)dv(s) >
I f(s) ) for all f € M, if and only 1f I° F()(Q(s) — P(s))ds > 0 for ev-
ery f 6 /\/lb, and the latter clearly is equlvalent to Q(s) > P(s) for all s > 0

(since P, @ are continuous, and the image of M, under the mapping f — f’ ’S> 0
exactly the set of all nonnegative continuous functions g on R, such that g(0) =0
and [;* g(s)ds < o0). Thus, (4.4.1) is equivalent to Q(s) 2 P(s) for all s 2 0,
which is nothmg but >-m 7. Observing that 2 [;° f'( s)ds = [ f(s)

2 [7° f(s)Q(s)ds = [ f(s)q(s)ds, the same argument proves that (4.4.2) is equlva—

lent to 6 =, .

The fact that (4.4.1) implies the inequalities

@ [ i) = [ fe)duts). ) [1as)ds = [ fopeds B.19)

for every even function f that is monotone on R, is due to the standard ap-
proximation argument. Indeed, let (4.4.1) takes place. Every bounded f with
the outlined properties is the pointwise limit of a uniformly bounded sequence
fi € M. Passing to limit, as i — oo, in the relation [ f;(s)dv(s) > [ fi(s)du(s)
we conclude that (B.1.9.a) takes place for every bounded even function on the
axis that is monotone on R,. Passing to limit, as ¢ — oo, in the relation
J min[f(s),idv(s) > [min[f(s),d]du(s), we further conclude that the target re-
lation holds true for every even function that is monotone on Ry. By completely
similar argument, the relation (4.4.2) which, as we have already verified, is equiva-
lent to (4.4.1)), implies (B.1.9.b). O

B.1.5.2 Proof of Proposition 4.4.4

Item (i) is evident. Let us prove item (ii). We claim that
(a) If &,¢" € 11 are independent, then ¢ + ¢ € II.

(b) If p € P and f 6 My, then f+ = f*p belongs to My, where * stands for
the convolution: (f xg)(s) = [ f(t)g(s —t)dt.

(c) Let ¢, ¢ e, (: >m C, and let 8,0 be uniformly distributed in [~d, dJ.
Assume also that (, (: d, 5 are independent. Then ( + 4§ € 11, C t+é€ IT, both these
random variables are regular, and { + § > (: + 4.

Let us prove (a). Denoting by p, r the densities of £, &', and setting m = Prob{¢ =
0}, m’ = Prob{¢’ = 0}, the density of £ + ¢ is mr + m’p + p * r. We should prove
that this density is even (this is evident) and is nondecreasing when s < 0. To
this end, it clearly suffices to verify that the density p * r is nondecreasing when
s < 0. By the standard approximation argument, it suffices to establish the latter
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fact when p,r € P are smooth. We have

(p *g = [p'(s—t)r(t)dt = [ p(s — t)r'(t)ds
- (p(s — 1) — pls + ) (b)dt. (B.1.10)

Since s < 0, with ¢ < 0 we have |s —t| < |s + t| = |s| + |t]; and since p is even and
nonincreasing on R, we conclude that p(s —t) = p(|s — t|) > p(|s + ¢|) = p(s + 1),
so that p(s —t) — p(s +t) > 0 when s,t < 0. Since, in addition, r/(¢t) > 0 when
t <0, the concluding quantity in (B.1.10) is nonnegative. (a) is proved.

To prove (b), observe that the facts that f, is even, continuously differentiable
and bounded are evident. All we should prove is that f, is nondecreasing on R ; by
the standard approximation argument, it suffices to verlfy this fact When p e Pis
smooth. In the latter case we have f/ (s) = [ f(s—t)p/(t)ds = f_ —f(s+
t)p'(t)dt. Assuming s > 0, t < 0, and taking 1nt0 account that f is even and is
nondecreasing on R, we have f(s—t) = f(|s—t]) = f(|s|+]t]) = f(|s+t]) = f(s+1);
since p/(t) > 0 when ¢ < 0, we conclude that ffm(f(s —t)— f(s+t)p'(t)dt >0
when s > 0. (b) is proved.

To prove (c), note that the inclusions ¢ + ¢ € II, ZJr 5 €11 are given by (a),
and the fact that both these random variables are regular is evident. It remains
to verify that ¢ + 9 =, C + 4. Given Je My, let fir(s) =55 fHd r)dr, so that
f+ € My by (b). We have

E{f(C+0)} =E{f+ ()} > E{f+(O)} = E{f(C+0)},

where > is due to Proposition 4.4.2 combined with ¢ =, garid f+ € My. The
resulting inequality, by Proposition 4.4.2, implies that {+§ >, (+3. (c) is proved.

Now we can complete the proof of (ii). Let the premise of (ii) hold true.
Observe that from (a) it follows that & + & € II, n + 7 € II, so that all we need
is to verify that n + 7 >, € + & Let us first verify this conclusion in the case
when all four random variables £,...,77 are regular. Denoting the density of a regular
random variable w € II by p,, and taking into account that such a density is even,
for f € M; we have

E{f(€+8)} = [ J(s)(pe *pe)(s)ds = [ pe(s) (f * pe)(s) ds,

f+(s)
E{f(€+m} = [ f(s)(pe * py)(s)ds = [ py(s) (f * pe)(s) ds,
f+(s)
and fy € My by (b). Since 7 =, € and f € My, Proposition 4.4.2 implies that
E{f(¢+&)} <E{f(+n)} (B.1.11)

Completely similar reasoning demonstrates that

E{f€+m} <E{f(n+n)}. (B.1.12)
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Combining (B.1.11) and (B.1.12), we get

E{f(€+&O} <E{f(n+n)}

This inequality holds true for all f € My; applying Proposition 4.4.2, we get
€+ & =m0+ 1, as claimed.
We have proved (ii) in the special case when, in addition to the premise of

(ii), the four random variables £,..,7j are regular. To justify the validity of (ii) in the
general case, let 0F, k = 1,2,3,4, 1 = 1,2, ..., be independent of each other and of
the variables ,...,7j and uniformly distributed in [—1/7,1/i] random variables. For
a fixed i, setting & = &+ 6}, & = E+ 62, mi =+ 63, 7 = 7+ 6%, we get four
independent random variables. By (c), these variables belong to II, are regular and
satisfy -

i im gia ﬁz = gia
whence, by the already proved version of (ii),

N+ T =m & + &,
and thus, by Proposition 4.4.2, for every f € My one has

E{f(ni +m)} > B{f(&+&)}.
This combines with the evident relations
T B{f(r; + ) = B{f(n + )}, I B + &) = B{AE+E)}

to imply that E{f(n+ %)} > E{f(£ +¢)}. Since f € M, is arbitrary, Proposition
4.4.2 implies that n + 7 =, & + &. O

B.1.6 Theorem 4.4.6

The case of L =1 is evident, so that in the sequel we assume that L > 1.
19, We start with the following

Lemma B.1.3. Let p1,...,pL, ¢1,...,qr be unimodal and symmetric w.r.t. 0
probability densities such that py <, qv, 1 < £ < L, and T be a symmetric w.r.t.
the origin convex compact set in RZ. Then

/pl(xl)...pL(xL)dz > /ql(xl)...qL(xL)dx. (B.1.13)
T T
Proof. By evident reasons it suffices to prove the lemma in the particular case
when py(-) = qo(-) when 1 < ¢ < L — 1. Thus, we want to prove that if p1,...,pr, qr
are symmetric and unimodal w.r.t. 0 probability densities and py; <, q¢, then

[rrepistoipeends > [p)piDted. (B119
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Observe that if p is an unimodal and symmetric w.r.t. 0 probability density on the
axis, then there exists a sequence {p'}$°, of probability densities on the axis such
that

— every p' is a convex combination of the densities of uniform symmetric
w.r.t. 0 distributions;

— the sequence {p'} converges to p in the sense that

/f(s)pt(s)ds — /f(s)p(s)ds ast — 0o

for every bounded piecewise continuous function f on the axis.

Approximating pi,...,pr—1 in this fashion, we see that it suffices to verify
(B.1.14) under the assumption that pi,...,pr_1 are densities of uniform distribu-
tions supported on symmetric w.r.t. 0 segments 31, ...,37_1.

To proceed, we need the following fundamental fact:

Symmetrization Principle [Brunn-Minkowski] Let S C R™, n > 1,
be a nonempty convex compact set, e € R"™ be a unit vector, and A be
the projection of S onto the axis Re: A = [mingeg ez, max,cg el 2].
Then the function

1

f(s) = (mes,_1{z € S:elw=s})""
is concave and continuous on A.

Now let ¥ =31 x ... x X1 X R, T=Tn >, so that T is a convex compact set in
RE and let N
f(s) =mes, 1{zeT:xy=s}

The function f(s) is even; denoting by A the projection of T onto the z, axis and
applying the Symmetrization Principle, we conclude that f ﬁ(s) is concave, even
and continuous on A, whence, of course, f ﬁ(s) is nonincreasing on A NR. We
see that the function f(s) is even and nonnegative and is nonincreasing on R,
whence

/f(S)pL(S)dS > /f(s)qL(s)ds (B.1.15)

due to pr, =m ¢qr and Proposition 4.4.2. It remains to note that with p, being
the uniform densities on 3y, 1 < ¢ < L — 1, the left and the right hand sides in
(B.1.14) are proportional, with a common positive proportionality coefficient, to
the respective sides in (B.1.15). Lemma is proved. O

29, Lemma B.1.3 says that the Majorization Theorem is valid under the
additional assumption that all random variables (y, n; are regular, and all we need
is to get rid of this extra assumption. This we do next.

29.1. Let f(x) be an even continuous and nonnegative function on R that
has a bounded support and is quasiconcave, so that for all a, 0 < a < f(0) = max f
the sets {x : f(x) > a} are convex compacts symmetric w.r.t. the origin. We claim
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that under the premise of the Majorization Theorem we have

E{f([&; -5 &))} = B{f ([n;-ime])}- (B.1.16)

Indeed, for i = 1,2,..., let 6,,¢}, 1 < ¢ < L, be random variables uniformly dis-
tributed in [—1/4,1/i] and independent of each other and of ¢ and n variables. For
a fixed i, setting & = & + 0%, ni = ne + }, we get a collection of 2L independent
regular random variables from II, and &} <., 0} by Proposition 4.4.4.(ii). Observe
that since f is with a bounded support and continuous, we clearly have

E{f([&1; €D} = B{f([&; 50y, BLU (55 mi))} — BLF (s -ime])}
(B.1.17)

as 1 — 0o. At the same time, we have

E{f([&; €D} = E{f([ni; s nL])} Vi (B.1.18)
Indeed, f can be represented as the limit of a uniformly converging sequence { f*}9°,
of functions that are weighted sums, with nonnegative weights, of the characteristic
functions x,(-) of the sets {z : f(x) > a} associated with positive values of a. Since
these sets are convex compacts symmetric w.r.t. the origin, Lemma B.1.3 as applied
to regular random variables £, 7 implies that

E{xa([&; €D} = B{xa(ni; 3m2])}
whence
E{f'([&1: -5 €LD)} = B{f (In1; L))} Ve,
As t — oo, the left and the right hand sides in this inequality converge to the
respective sides in (B.1.18), so that the latter inequality indeed takes place.
Combining (B.1.18) and (B.1.17), we arrive at (B.1.16).

29.2. Now we can complete the proof of the Majorization Theorem. The char-
acteristic function x of S clearly is the pointwise limit of a uniformly bounded se-
quence {x'}%2, of functions with the properties imposed on f in item 2°.1, whence,
by the latter item,

E{xX"([£15 -5 €0} = B{X ([ -5 me)) }-

As t — o0, the left and the right hand sides in the latter inequality converge to the
respective sides in the target inequality (4.4.7), thus implying its validity. (]

B.1.7 Proposition 4.5.4

As it is explained immediately after formulating Proposition 4.5.4, the situation can
be reduced to the case when zg = 0 and z; = ... = z;, = 1, which we assume from
now on. Besides this, we assume that (i, ..., (1 are the random variables (4.5.17).

19, We start with the following conditional statement:

(1) If (4.5.16) holds true for all affine functions f and all functions f of
the form
f(s) = max[0,a + s],
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then (4.5.16) holds true for all piecewise linear convex functions f.

Indeed, every piecewise linear convex function f(-) is a linear combination, with
nonnegative coefficients );, of an affine function fy and functions f;, i =1,...,1 =
I(f), of the form max[0,a + s]. Under the premise of (!), we have

Olfir ) = BUA(Y GO i = 0,1, I(f), (B.1.19)
4

whence by the results of Proposition 4.5.3

D[f, 2] = ‘I’[Z Aifi 2] < Z)\iq’[fiaz] =E{f(Q>_}

where the concluding equality is given by (B.1.19) combined with the fact that
Zf:o Xifi = f. Thus, @[f, z] < E{f(3_{)}; since the opposite inequality always
‘

is true, we get ®[f, 2] = E{f(3>_ (¢}, as claimed in (!).
¢

29, In view of (!), all we need in order to prove Proposition 4.5.4 is to verify that
the relation (4.5.16) indeed takes place when f is linear or f(s) = max[0,a + s].

When f is linear, relation (4.5.16) holds true independently of whether
1,...,¢r, are linked to each other by (4.5.17) or are arbitrary random variables

with given distributions. Indeed, when f(s) = a + bs, then, setting
1

’yg(u[) = ECL + buy,

we clearly ensure that

D velue) = FOQ_ue) Yu € RY,

¢ ¢
which, by (4.5.12), implies that ®[f,z] < > E{v¢({s)}; but the latter quantity is
¢

exactly B{/(2¢)} < 9[/. 2], so that @[/, 2] = B{/(5 ).

Now let us prove that (4.5.16) takes place when f(s) = max[0, a+ s]. To save
notation, let a = 0 (the case of an arbitrary a is completely similar). As above, all
we need is to verify that

O[f, 2] < B{max[0, Y ¢/} (B.1.20)
¢
Let ¢(t) = > ¢4(t), t € (0,1). There are three possibilities:
[
a) ¢(t) <0 for all t € (0,1);
b) é(t) > 0 for all ¢ € (0,1);

c) ¢(t—) < 0 and ¢(t4) > 0 for appropriately chosen ¢4, 0 < t_ <t; < 1.

In the case of a), the nondecreasing functions ¢y(t) are above bounded, and 0 >
limy 10 P(t) = > de, dp = lime—1_0 Pe(t). Setting ve(ue) = max[0,uy — dy], we
‘
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clearly get

Zw(w) > max][0, Z(W —dy)] > max|0, ZW]’
¢

¢ ¢
where the concluding inequality is given by > dy < 0. Invoking (4.5.12), we con-
¢

clude that
®[f, 2] < 3, E{max[0, (¢ — df]} = Y, f max[0, ¢o(t) — deldt
= 0= [ max[0, 3, ¢e()]dt = B{f (3, <)},

where the second and the third equalities follow from the fact that ¢,(t) < dy and
¢(t) < 0 when t € (0,1). The resulting inequality is exactly the relation (B.1.20)
we need.

In the case of b), the nondecreasing functions ¢, are below bounded on (0, 1),
and 0 < limy_ 10 ¢(t) = >, de, dp = limy_, o ¢¢(t). Setting ye(ur) = max[dy, ug],

we ensure that
Z ~e(ug) > max|0, Z ug] Vu
¢ ¢

due to ), d; > 0, whence, invoking (4.5.12),
D, 2] < 52 Blmax{dr, ]} = 5, o meaxldy, o (1))
= Jo D2ede®)dt = [y max[0, 32, de(t)]dt = E{f (32, <o)},

where the second and the third equalities follow from the fact that ¢,(¢) > dy and
¢(t) > 0 when ¢ € (0,1). The resulting inequality is exactly (B.1.20).

In the case of ¢), the quantity ¢, = sup{t € (0,1) : ¢(t) < 0} is well defined
and belongs to (0, 1); since ¢, are continuous from the left at ¢., we have
0> ¢(t. ng,d;fw o
and since ¢(t) > 0 when ¢ > t,, we have

0<, lim L0() Zd+ df = 1itm+0¢g(t).

Since ¢, are nondecreasing, we have de > d, ; since y ,d;, <0< 3, dzr, we
can find reals d, € [d, ,d}] in such a way that Y ,d, = 0. Setting v¢(u;) =
max|[0,up — dg], we clearly get

Zw(w) > max|0, ZW - Zd@] = max|0, Zug],
¢ ¢ ¢ ¢
whence, invoking (4.5.12),
B[f,2] < 3, E{max[0, ¢, — dy] } S Jy max(0, ée(t) — deldt

) —
=Y [, [6e(t) — ddddt = [} ¢(t)dt < [, max[0, p(t)ldt = B{F (S, ¢},

where the second equality follows from the fact that ¢,(t) —d; < d, —dy < 0 when
t <t.and ¢p(t) —dp > dZ —dy > 0 when t > t,, and the third equality is given by
>, d¢ = 0. The resulting inequality is exactly (B.1.20). O
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B.1.8 Theorem 4.5.9

In view of Lemma 4.5.8, the only reason for Theorem 4.5.9 to need a proof rather
than to be qualified as an immediate corollary of Proposition 4.2.2 is that the
function F (that now plays the role of function zg + ®(z1,...,21) in Proposition
4.2.2) is not finite-valued, which was assumed in the Proposition. However, the fact
that the domain of F' is not the entire space clearly does not affect the conclusion
that T'? (and therefore I'¢) is contained in the feasible set of the chance constraint
(4.5.24). All remaining assertions are readily given by Lemma B.1.1 (where one
should set z = (W,w), H(z) = F(W,w) and a = In(e)) combined with Remark
4.1.2. O

B.2 S-LEMMA

Theorem B.2.1. [S-Lemma] (i) [homogeneous version| Let A, B be symmetric
matrices of the same size such that 27 Az > 0 for certain . Then the implication

2T Ax > 0= 2TBxz >0
holds true if and only if
IA>0: B = MA.

(ii) [inhomogeneous version] Let A, B be symmetric matrices of the same size,
and let the quadratic form z” Az + 247z + a be strictly positive at certain point
Z. Then the implication

2T Ar+ 2" +a>0=2"Bx+26"2+3>0 (B.2.1)
holds true if and only if
B— A | b7 — "
b—Xa | B—Aa

Proof. (i): In one direction the statement is evident: if B = AA with A > 0,
then 7 Bz > A\xT Az for all  and therefore 7 Az > 0 implies 7 Bz > 0.

dA>0: = 0.

Now assume that 27 Az > 0 implies that 2TBx > 0, and let us prove that
B = M\A for certain A > 0. Consider the optimization problem

Opt = Ir;}n {Tr(BX): Tr(AX) >0,Tr(X) =1,X = 0}. (B.2.2)

This problem clearly is strictly feasible. Indeed, by assumption there exists X =
zzT = 0 such that Tr(4X) > 0; adding to X a small positive definite matrix
and normalizing the result to have unit trace, we get a strictly feasible solution to
(B.2.2). Moreover, the problem is below bounded, since its feasible set is compact.
Applying Semidefinite Duality, we conclude that there exists A > 0 such that B —
AA > Opt - I. We see that it suffices for us to prove that Opt > 0.
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Problem (B.2.2) is clearly solvable. Let X, be its optimal solution, and let
A=X!?Ax}? B=X!"BX!? Then

Tr(A) = Tr(AX,) > 0, Tr(B) = Tr(BX,) = Opt,z” Az > 0 = 2" Bx > 0.

Now let A = UAUT be the eigenvalue decomposition of A, so that U is orthogonal
and A is diagonal, and let ¢ be a random vector with independent coordinates
taking values 1 with probability 1/2, and let £ = U(. For all realizations of (, we
have

ErAE = C"UT(UAUTUC = ¢TAC = Tr(A) = Tr(A) > 0
whence ¢7 B¢ > 0. Taking expectation, we have

0 < B(¢" Be) = B{C" (U BU)G} = E(T(U7 BUJCCT])

— Tx([UT BU) B{¢CT}) = Te([UT BU)) = Tr(B) = Opt.

——
=1

Thus, Opt > 0, as claimed.

(ii): Let us pass from original inhomogeneous quadratic forms on R™ to their
homogenizations:

falx) =aTAr +2aT2 + «
— fA([:c;t]) = [z t)T Alz; t] = 2T Az + 2taTx + ot?,
fe(x)=2T"Br +20T2 + 3
— fB([x;tD = [2;t]T Blx; t] = 27 Bz + 2tbTx + Bt2.

Claim: In the situation of (ii), 37 : gTﬁg > 0, and implication (B.2.1) is equivalent
to the implication R N
yTAy>0=4TBy >0 (*)
Claim = Inhomogeneous S-Lemma: Combining Claim and Homoge-
neous S-Lemma as applied to matrices //1\, B , we conclude that (B.2.1) is equivalent
to the existence of a A > 0 such that B > /\A\, which is exactly what is stated by
the Inhomogeneous S-Lemma.

Justifying Claim: We clearly have [Z; 1]TA[at 1] = fa(z) > 0. Further, if
(%) is valid, then so is (B.2.1), since fa(z) = fa([z;1]), fe(z) = fo(jz;:1]). We
see that all we need is to show that the validity of implication (B.2.1) implies the
validity of implication (x). Thus, assume that (B.2.1) is valid, and let us prove that
(%) takes place. Let [z;t] be such that [x;#)T A[z;¢] > 0; we should prove that then
[z;t]7B[x;t] > 0. The case of t # 0 is trivial due to

[z )T Alz;t] > 0= [t e )T A ;1) > 0= [t ;1) Bt a1
fa(z) fe(x)

= [2; )T Bla; ] > 0.

0] can be represented as the limit of a sequence
]TAy‘ > 0. Indeed, in this situation, due to the

to Verlfy that the point y =

In order to prove that [z;0]7A[z;0] > 0 implies that [x;0]7 Blz;0] > 0, it suffices
= [;
yt = [2%t'] with t' # 0 and [y
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already proved part of (x), we would have [y']7 By’ > 0 for all i, and passing to
limit as i — oo, we would get the required relation 7 By > 0.

To prove the aforementioned approximation result, let us pass to the coordi-
nates z; of a point z in the eigenbasis of A, so that

yT Ay =>"N\y? >0,
j
where A\; > Ao > ... are the eigenvalues of A. Observe that A1 > 0, since, as
we remember, there exists y such that ngﬁg > 0. It follows that replacing the
first coordinate in y with (1+1/4)y; and keeping the remaining coordinates intact,
we get points 7' such that 7" — y, i — oo, and [§"]T A7 > 0. Since the latter
inequalities are strict, we can perturb slightly the points 7° to get a sequence {y*}
that still converges to y, still satisfies [y']7 Ay’ > 0, and, in addition, is comprised
of points with nonzero t-coordinates. O

B.3 APPROXIMATE S-LEMMA

Theorem B.3.1. [11] Let p > 0, A, B, By, ..., By be symmetric m x m matrices
J

such that B =0T, B; =0,j=1,..,J > 1,and B+ Y. B; = 0.
j=1
Consider the optimization problem
Opt(p) = max {27 Az : 2" Bx < 1,2"Bjz < p?, j=1,...,J} (B.3.1)
along with its semidefinite relaxation
SDP(p) = max {’I‘r(AX) : Tr(BX) < 1,Tr(B; X) < p?,
j=1,..,J,X =0}
J
= min (A4+p2 > N :A>0,4>0,5=1,..,J, (B.3.2)
A} j=1
J
AB+ Y \Bj = A}.
j=1
Then there exists & such that
(@) z'Bz < 1
(b)) 2Bz < QX(N)p*j=1,...,J (B.3.3)
(¢) zTAz = SDP(p),
where Q(J) is a universal function of J such that (1) = 1 and
Q(J) <9.19v/In(J), J > 2. (B.3.4)
In particular,
Opt(p) < SDP(p) < Opt(Q(J)p). (B.3.5)

Proof. 1°. First of all, let us derive the “in particular” part of the statement
from its general part. Indeed, given that & satisfying (B.3.3) does exist, observe that
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Z is a feasible solution to the problem defining Opt(£2(J)p), whence Opt(2(J)p) >
T Az = SDP(p). The first inequality in (B.3.5) is evident.

20, The problem
SDP(p) = m)?x{Tr(AX) :Tr(BX) < 1,Tr(B;X) < p*, 1 <j < J, X =0}
(B.3.6)
clearly is strictly feasible and solvable; by this reason, the semidefinite dual of this

problem is solvable with the optimal value SDP(p), which is nothing but the second
equality in (B.3.2).

3Y. Consider the case J = 1, where we should prove that here Q(J) = 1. This can
be immediately derived from the following nice fact:

Theorem [95] Let A, B, By be three m X m symmetric matrices with
m > 3 such that certain linear combination of the matrices is = 0. Then
the joint range T = {(zT Az, 2T Bz, 2T B1x)T : x € R™} C R? of the
associated quadratic forms is a closed convex set.

We, however, prefer to present an alternative straightforward proof.

39.0. Since B = 0, By = 0 and B + B; = 0, problem (B.3.6) clearly is
solvable. All we need is to prove that this problem admits an optimal solution X,
of rank < 1. Indeed, such a solution is representable in the form zz7 for certain
vector Z; from the constraints of (B.3.6) it follows that T satisfies (B.3.3.a-b) with
Q(1) = 1, and from the optimality of X, = 221 — that 7 satisfies (B.3.3.c) as well.
Now, when proving that (B.3.6) admits an optimal solution with rank < 1, we may
assume that B; > 0. Indeed, assuming that in the latter case the statement we
are interested in is true, we would conclude that whenever € > 0, the optimization
problem

Opt, = max {Tr(AX) : Tr(BX) < 1, Te([B1 + el]X) < p*, X = 0} (P.)

has an optimal solution X¢ of rank < 1. Since B + B; > 0, the matrices X¢ are
bounded, so that, by compactness argument, there exists a matrix X, of rank <1
such that

Tr(AX,) < lim sup Opt_, Tr(BX,) < 1,Tr(B1X,) < p°
e——+0

We see that X, is a feasible solution to (B.3.6), and all we need is to prove that
this solution is optimal, that is, to prove that SDP(p) < liminf._, ¢ Opt.. To this
end, let Y, be an optimal solution to (B.3.6). For every v, 0 < v < 1, the matrix
~Y. clearly is feasible for problems (P.) with all small enough e, whence ySDP(p) <
limsup,_,,,Opt,. Since v < 1 is arbitrary, we get SDP(p) < liminf. .o Opt,, as
required.

Thus, we may focus on the case when B; >~ 0, and all we need is to prove
that in this case (B.3.6) has an optimal solution of rank < 1.

3°.1. Passing in the optimization problem in (B.3.1) from variables z to
variables B%/zx, we may assume w.l.o.g. that By = I; in the latter case, passing
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to the orthonormal eigenbasis of A, we may further assume that A is diagonal:

3°.2. Problem (B.3.6) clearly is solvable; all we need to prove is that this
problem has an optimal solution X, that is a matrix of rank < 1.

3°.3. Assuming that SDP(p) < 0, the optimization problem in (B.3.6) clearly
has an optimal rank 0 solution X, = 0, and we are done. Thus, assume that
SDP(p) > 0, which implies that A; > 0. Note that since A is diagonal and By = I,
we have

SDP(p) < max {Tr(AX) : Tr(X) < p% X = 0} = M\ p2. (B.3.7)

3°.4. Tt is possible that \; = \y. We clearly have SDP(p) < A1p?; on the
other hand, there exists a vector Z, ||Z||2 = p, that is in the linear span of the first
two basic orths and is orthogonal to b. The rank 1 matrix X, = zz! clearly is
feasible for (B.3.6), and for this matrix Tr(AX,) = A1p?, so that X, is an optimal
solution to (B.3.6) by (B.3.7). Thus, (B.3.6) has a rank 1 optimal solution, and we
are done.

3°.5. From now on we assume that A\; > Xg. There are two possible cases:
one where (B.3.6) has an optimal solution X, with Tr(BX,) < 1 (“Case I") and
another one where Tr(BX,) = 1 for every optimal solution X, to (B.3.6). Assume,
first, that we are in Case I, and let X, be an optimal solution to (B.3.6) with
Tr(BX,) < 1. Let X, = VTV, let v; be the columns of V and p; be the Euclidean
norms of the vectors v;, so that v; = p; fi, || fill2 = 1. We clearly have

) P > T(BX.) = Tr(X.) = D (B.3.8)
(¢) 1 > Tr(BX,) =TI VIV) = Zblvzﬂg

We claim that in fact p; = 0 for ¢ > 1, so that X, is a rank 1 optimal solution,
as required. Indeed, assuming that there exists i, > 1 with p;, > 0 and given e,
0<e< p?*, let us pass from V to a new matrix V as follows: we replace in V'
the column v;, = p;, f;,, with its multiple v;t = vf;,, where v > 0 is such that
Hv;"H% = pf* — ¢, and replace column v; = py f; in V with the column v; = 0f;,
where 6 > 0 is such that |[v][|2 = p? + ¢; all remaining columns in V, are exactly
the same as in V. Setting X, = [V, ]TV,, we clearly have X, = 0, Tr(B;X,) =
Tr(Xy) = Tr(X.) < p? and Tr(AX,) = Tr(AX,) + (A1 — Ai, )e > Tr(AX,) (recall
that Ay > Ao > ... > A\, and A7 > A2). On the other hand, for small ¢ > 0,
X4 is close to X, so that for small enough ¢ > 0 we have Tr(BX,) < 1 due to
Tr(BX,.) < 1. Thus, for small € > 0 X is a feasible solution to (B.3.6) that is
better than X, in terms of the objective, which is a contradiction. Thus, p; = 0 for
i > 1, as claimed.

3Y.6. It remains to consider Case II. Let X, be an optimal solution to (B.3.6),
and let V, v;, p; be defined exactly as in 3°.5, so that (B.3.8) takes place. Since we
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are in Case II, the vector e = > b;v; is of Euclidean norm 1. Let I = {i : b; # 0}.

We claim that all vectors v, ¢ 61 I, are proportional to e. Indeed, assume that i € T
and v; is not proportional to e, so that the vectors v; and w; = e — b;v; are nonzero
and are not proportional to each other. Let vf be the vector of exactly the same
Euclidean norm as v; and of the direction opposite to the one of the vector b;w;,
let Vi be the matrix obtained from V by replacing the column v; with the column
v, and let Xy = [V;]TV,. By construction, the Euclidean norms of the columns
in V4 are the same as those of columns in V', whence

Tr(AX ) = Tr(AX,) = SDP(p), Tr(B1Xy) = Tr(B1 X,) < p*. (B.3.9)
At the same time, by construction

Tr(BXy) = [[Vibl3 = [[biv; + will3 = 0F[|v]" |13 + 2(v) T (biws) + [Jwsl13

= b7 [|vill3 — 2[lbsvill2flwill2 + [lwi13

< bF[Jvill3 + 2bsv wi + will3 = [Ibivi + wi|3 = 1,
where the strict inequality is given by the fact that b; # 0 and the nonzero vectors
v; and w; are not proportional to each other. Invoking (B.3.9), we conclude that
X is an optimal solution to (B.3.6) with Tr(BX ) < 1, which is impossible, since
we are in Case II.

Thus, all v;, i € I, are proportional to e. Replacing in V' columns v;, ¢ & I,
with columns of the same Euclidean norms proportional to e, we get a matrix V,
such that (a) all columns in V, are proportional to e, (b) the columns in V are of
the same Euclidean norms as the corresponding columns in V, and (c¢) V3b = Vb.
From (b), (c) it follows that X, = [V;]TV, is a feasible solution to (B.3.6) with
the same value of the objective as the one at X,, i.e., is optimal for the problem,
while (a) implies that V, = ef” for certain f, so that X is a rank 1 solution, and
we are done.

49, Now consider the case of J > 1. Let X, be an optimal solution to the semidef-
inite program defining SDP(p), and let

A=x17Axl?.
Let also R
A=UAU"
be the eigenvalue decomposition of 121\, so that U is orthogonal and A is diagonal.

Consider the random vector
¢ = x*Ue,
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where ¢ € R™ is random vector with independent coordinates taking values 41
with probabilities 0.5. We have

(a) TAe = (TUTXM?AXY?U¢ = CTUTAUC = ¢(TAC
= Tr(A) = Tr(UAUT) = Tr(A) = Tr(AX,)
= SDP(p),

() E{TB¢} = Tr(BE{&T)) = To(BXPUER{ccTWTxY?)  (B.3.10)
= Tr(BX,) <1,

Te(BB{ET}) = Te(B; X2 PUE{CCTIUTX?)
Tr(B;X.) < p?

(c) B{¢'Bj¢}

(we have used the fact that X, is an optimal solution to the problem defining
SDP(p)).

5°. We need the following
Lemma B.3.2. One has
Prob{¢" B¢ > 1} < 2/3. (B.3.11)
Proof. Recalling that B = bb”, we have
€7 Be = (TUT X" XPUC = (B7¢)?,
where 8 = UTXY?b. From (B.3.10.b) it follows that E{(37¢)2} = [|8]2 < 1; the

fact that in this situation one has Prob{|37¢| > 1} < 2/3 is proved in Lemma A.1
in [11]. O

6°. We next need the following fact.

Lemma B.3.3. Let ey, ..., e, be deterministic vectors such that

m
D lleals < 1.
i=1

Then

m ) rZexp{—(t —r)%/16
V(t>1):Probq || ZQQHQ >ty < o(t) = r»112£<t p{rz(_ 1 s/ }
=1 '

(B.3.12)
Proof uses the following fundamental fact:

Talagrand Inequality [see, e.g., [67]] Let 11, ..., be independent
random vectors taking values in unit balls of the respective finite-di-
mensional vector spaces (Eq,| - ||1))s(Em, || - [[m)), and let n =
(M, .ynm) € E = Ey X ... X Epp,. Let us equip E with the norm

m
(24, s 2™ = [ 22 127117, and let Q@ be a closed convex subset of
\ =1

distﬁ.” (77, Q) 1
E {exp{ 16 b Prob{n € Q}"

E. Then
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Let us specify the spaces (Ej,| - [|)), ¢ = 1,...,m, as (R,|-[), and let n; = (,
i=1,...,m. Let, further,

Ql = {u eR™: || Zuiei||2 < 1}

i=1
Observe that ()1 is a closed convex set in R™ and that this set contains the unit
| - l|2-ball; indeed,

m m
1D wieillz < D luilllellz < Jullz
=1 i=1

Observe, further, that

m
> el < flullz.
i=1

B{|) Gelsy =) lels <1,

whence, by Tschebyshev Inequality,

Prob {H ZCieiHQ > 7"} = Prob{¢ € rQ1} < %2 Vr > 1. (B.3.13)

For t > r > 1 we have
X wieills >t =u g L(rQ1) = u & (rQ1) + (; — 1)(rQ1)
= disty., (2,7Q1) > (f —Dr=t—r,

where the concluding inequality follows from the fact that (1 contains the unit
Fuclidean ball centered at the origin. We now have for ¢ > r > 1:

diSt2_ ¢,rQ F—r)2
Prob{| S Geila >} = Prob { T e

—1)2 g g dISE] L (€ Q1)
< exp{—(f 16) VE{ I \\16 ! }

[Tschebyshev Inequality]
< exp{—(t—7)?/16}
= Prob{cerq,}

[Talagrand Inequality]
< exp{=(t=r)?/16}
= T—1/72 J
where the concluding < is due to
1
Prob{¢ ¢ rQ1} = Prob{|| Zgieinrz >rh< 0

7Y. Given integer J > 1, let Q(J) = inf {t > 1: ¢(¢t) > 1/(3J)}. Note that from
(B.3.12) it follows immediately that

J>1=QJ) <CyIn(J) (B.3.14)
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where C' is an absolute constant (computer says that it can be set to the value
9.19). Denoting by e the columns of the matrix ple;mXi/QU, we have

> llellls = B{llp~ By " X2 U¢|3y < 1, (B.3.15)
i=1
where the concluding inequality is nothing but (B.3.10.c¢). Taking into account that
Prob{¢7 B¢ > a} = Prob{¢T[B}/*X!/*U|"[B}* X\*U]¢ > a}
= Prob{||B;*X/?U||3 > a} = Prob{|| X" i€l |} > p~2a}

and invoking Lemma B.3.3, we get

Prob{¢" B;¢ > p*t*} = Prob{|| Y _ Gielll2 > t} < (1),

whence
t > Q(J) = Prob{¢" B;¢ > p*t?} < 37 (B.3.16)
Invoking Lemma B.3.2; it follows that when ¢ > Q(J), one has
Prob{¢ : ¢TB¢ > 1 or 3j: €T B¢ > p*t?} < = + J3J 1,
that is, there exists a realization § of £ such that
ETBE< 1, ETBE <PV, 1< j< .
Since t > §(J) is arbitrary, there exists a realization Z of £ such that
"Bz <1,z B;z < O*(J)p? V5,1 <j < J.
Since T is a realization of £, we have also
T Az = SDP(p)
by (B.3.10.a). Thus, Z satisfies (B.3.3). O

B.4 MATRIX CUBE THEOREM
B.4.1 Matrix Cube Theorem, Complex Case

The “Complex Matrix Cube” problem is as follows:
CMC: Let m, p1,qi,....,pL,qr be positive integers, and A € HY', L; €
Cprixm R; € CH>*™ be given matrices, L; # 0. Let also a partition
{1,2,...,L} = I UI§ U I{ of the index set {1,...,L} into three non-
overlapping sets be given, and let p; = q; for j € 15 U I§. With these
data, we associate a parametric family of “matrix boxes”

_ A Lo j HigilH e’ e 27, m

(B.4.1)
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where p > 0 is the parameter and

{©/=06I, :0eR, 0| <1}, jelf
[“real scalar perturbation blocks”]

{e/=01, :0€C,|0| <1}, jelIf

J =
z [“complex scalar perturbation blocks”] (B4.2)
{07 € CPixdi : ||©F]2 <1}, jE IfC
[“full complex perturbation blocks”] .
Given p > 0, check whether
Ulp] Cc HT. Alp)

Remark B.4.1. In the sequel, we always assume that p; = ¢; > 1 for j € I§.
Indeed, one-dimensional complex scalar perturbations can always be regarded as
full complex perturbations.

Our main result is as follows:

Theorem B.4.2. [The Complex Matrix Cube Theorem [12]] Consider, along
with predicate A(p), the predicate

Y; e H™, j =1,..., L such that :
(a) Y; = LYOIR; + RI[ONFL; V(O ezl 1<j<L)

L B(p)
(b) A-p> Y;=0.
j=1

Then:

(i) Predicate B(p) is stronger than A(p) — the validity of the former predicate
implies the validity of the latter one.

(ii) B(p) is computationally tractable — the validity of the predicate is equiv-
alent to the solvability of the system of LMIs

(s.R) Y+ [LFR; + RFL;] = 0,j€el,

Y; -V LHR
(s.C) { J ] = 0,jelf,
RHL, .
(B.4.3)
Y, = \LHL, ;f -
. >~ 1
oy [PTREEE ] s 0ges
L
(%) A-— Z Y, = o0
in the matrix variables Y; € H™, j = 1,..,k, V; € H™, j € I§, and the real

variables \;, j € If.

(iii) “The gap” between A(p) and B(p) can be bounded solely in terms of the

maximal size
p®=max{p;:jeIfUIS} (B.4.4)



SOME AUXILIARY PROOFS 491

of the scalar perturbations (here the maximum over an empty set by definition is
0). Specifically, there exists a universal function d¢(-) such that

Ie(v) <dmyv, v > 1, (B.4.5)
and
if B(p) is not valid, then A(J¢c(p®)p) is not valid. (B.4.6)
(iv) Finally, in the case L = 1 of single perturbation block A(p) is equivalent
to B(p).
Remark B.4.3. From the proof of Theorem B.4.2 it follows that J¢(0) = 2,
Y¢c(1) = 2. Thus,

e when there are no scalar perturbations: If = IS = 0, the factor ¥ in the
implication

-B(p) = ~A(9p) (B.4.7)
can be set to % =1.27...

e when there are no complex scalar perturbations (cf. Remark B.4.1) and all
real scalar perturbations are non-repeated (I§ = 0, p; = 1 for all j € I}), the
factor ¥ in (B.4.7) can be set to 2.

The following simple observation is crucial when applying Theorem B.4.2.

Remark B.4.4. Assume that the data A, Ry, ..., Ry, of the Matrix Cube prob-
lem are affine in a vector of parameters y, while the data L1, ..., L, are independent
of y. Then (B.4.3) is a system of LMIs in the variables Y;, V;, A\; and y.

B.4.2 Proof of Theorem B.4.2.(i)

Item (i) is evident.

B.4.3 Proof of Theorem B.4.2.(ii)

The equivalence between the validity of B(p) and the solvability of (B.4.3) is readily
given by the following facts:

Lemma B.4.5. Let B € C"™*™ and Y € H™. Then the relation

Y = 0B+60B" V@O eC,|h<1) (B.4.8)
is satisfied if and only if
Y-V BH
™. = 0. 4.
jVeH [ B v ] =0 (B.4.9)

Lemma B.4.6. Let L € C*™ and R € C™™.
(i) Assume that L, R are nonzero. A matrix Y € H™ satisfies the relation

Y = LPUR+ RYUPL YU € C*" : ||U]22 < 1) (B.4.10)



492 APPENDIX B

if and only if there exists a positive real A such that

Y = ALYL + A\"'RYR. (B.4.11)

(ii) Assume that L is nonzero. A matrix Y € H™ satisfies (B.4.10) if and
only if there exists A € R such that
Y - ALHL RHY

> 0. 4.
s L | =0 (B.4.12)

Lemmas B.4.5, B.4.6 = Theorem B.4.2.(ii). All we need to prove is
that a collection of matrices Y; satisfies the constraints in B(p) if and only if it can
be extended by properly chosen Vj, j € If, and Aj, j € IS, to a feasible solution
of (B.4.3). This is immediate, since matrices Y;, j € If, satisfy the corresponding
constraints B(p).a if and only if these matrices along with some matrices V; satisfy

B.4.3.5.C)) (Lemma B.4.5), while matrices Y;, j € IS, satisfy the corresponding
J S

constraints B(p).a if and only if these matrices along with some reals \; satisfy
(B.4.3.£.C) (Lemma B.4.6.(ii)). O

Proof of Lemma B.4.5. ”if” part: Assume that V is such that

Y-V BH
B Vv

Then, for every £ € C" and every 6 € C, |f| = 1, we have

H
¢ Y-V B[ ¢ ] _
OS[—%} [ BV H—e&} = S -V etve
—£M9B +9BMe,

so that Y = 0B + 0B for all § € C, |§| = 1, which, by evident convexity reasons,
implies (B.4.8).

K

“only if” part: Let Y € H™ satisfy (B.4.8). Assume, on the contrary to what
Y -V BH

5 v

and let us lead this assumption to a contradiction. Observe that our assumption

should be proved, that there does not exist V€ H" such that 0 < [

means that the optimization program

. tl,, +Y -V BH
: - 4.
I%l%/n{t [ B v } _O} (B.4.13)

has no feasible solutions with ¢ < 0; since problem (B.4.13) is clearly solvable,
its optimal value is therefore positive. Now, our problem is a conic problem on
the (self-dual) cone of positive semidefinite Hermitian matrices; since the problem
clearly is strictly feasible, the Conic Duality Theorem says that dual problem

Z wH
max 2R {Te(WHB)} - Ta(2Y) : [W Z ]EO’ (a) (B.4.14)

weemxm Te(Z) =1 (b)
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is solvable with the same — positive — optimal value as the one of (B.4.13). In
(B.4.14), we can easily eliminate the W-variable; indeed, constraint (B.4.14.a), as
it is well-known, is equivalent to the fact that Z > 0 and W = Z'/2XZ'/? with
X € C™*™, | X||l2,2 < 1. With this parameterization of W, the W-term in the
objective of (B.4.14) becomes —2R{Tr(X Z'/2BZ'/?)}; as it is well-known, the
maximum of the latter expression in X, || X|l22 < 1, is 2|lo(Z'/2BZ/?)|;. Since
the optimal value in (B.4.14) is positive, we arrive at the following intermediate
conclusion:

(*) There exists Z € H™, Z = 0, such that
2o(ZV2BZY?)||, > Te(ZY) = Tr(ZY/2y Z1/2). (B.4.15)

The desired contradiction is now readily given by the following simple observation:
Lemma B.4.7. Let S € H™, C € C™*™ be such that
S»=0C+0CH vOeC, |0 =1). (B.4.16)
Then 2|0(C)|]1 < Tr(S).

To see that Lemma B.4.7 yields the desired contradiction, note that the matri-
ces S = ZV2Y 712, C = ZY/2BZ'/? satisfy the premise of this lemma by (B.4.8),
and for these matrices the conclusion of the lemma contradicts (B.4.15).

Proof of Lemma B.4.7: As it was already mentioned,
[o(C)ll = max {R{TE(XCH)} : | X]lo2 < 1}

Since the extreme points of the set {X € C™*™

the maximizer X, in the right hand side can be chosen to be unitary: X7 =

: || X||2,2 < 1} are unitary matrices,

X% thus, X, is a unitary similarity transformation of a diagonal unitary matrix.
Applying appropriate unitary rotation A — UH AU, U¥ = U=, to all matrices
involved, we may assume that X, itself is diagonal. Now we are in the situation
as follows: we are given matrices C, S satisfying (B.4.16) and a diagonal unitary
matrix X, such that ||o(C)||; = R{Tr(X.CH)}. In other words,

lo(C)]l1 = %{Z(X*)MCM} < Z |C] (B.4.17)

=1 =1
(the concluding inequality comes from the fact that X, is unitary). On the other
hand, let ey be the standard basic orths in C™. By (B.4.16), we have

0C + 0Cy = 65"[00 +§OH]65 < efSeg = Sy V(G eC, |9| = 1),

whence, maximizing in 6, 2|Cp| < Sge, £ = 1,...,m, which combines with (B.4.17)
to imply that 2o (C)|; < Tr(S). O

Proof of Lemma B.4.6 (cf. section 5.3).
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(i), “if” part: Let (B.4.11) be valid for certain A > 0. Then for every £ € C™
one has

¢Ye > MNHLHLE+ AN TEHRYRE > 20 /€M LI LE\/ET RTRE
= 2| L¢||2| RE]l2
= YU, ||U|l22 <1):
efye > 2|[LPU[RE]| > 2R{[LE] " U[RE)}
= M[L"UR+ RTUM L,

as claimed.

(i), “only if” part: Assume that Y satisfies (B.4.10) and L # 0,R # 0; we
prove that then there exists A > 0 such that (B.4.11) holds true. First, observe
that w.l.o.g. we may assume that L and R are of the same sizes r x n (to reduce the
general case to this particular one, it suffices to add several zero rows either to L
(when ¢ < ), or to R (when ¢ > r)). We have the following chain of equivalences:

(B.4.10)

vEeCm:  MYE > 2| LEl2 || RE] 2

V(EeCneC): nllz < |[LEllz = 7YE - n" RE = MRy > 0
V(EeCmneCn):

ENLILE — "y > 0= "Ye—n""RE — "Ry >0

H H
& A >0): {; R }—/\{LL —I}EO [S-Lemma]
Y —AL¥L RH
< (a) { R AL ] = 0.
(B.4.18)

(Note that S-Lemma clearly holds true in the Hermitian case, since Hermitian
quadratic forms on C™ can be treated as real quadratic forms on R?™.)

tree

Condition (B.4.18.a), in view of R # 0, clearly implies that A > 0. Therefore,
by the Schur Complement Lemma (SCL), (B.4.18.a) is equivalent to Y — AL¥ L —
AIRHR > 0, as claimed.

(ii): When R # 0, (ii) is clearly equivalent to (i) and thus is already proved.

When R = 0, it is evident that (B.4.12) can be satisfied by properly chosen A € R
if and only if Y = 0, which is exactly what is stated by (B.4.10) when R=0. O

B.4.4 Proof of Theorem B.4.2.(iii)

In order to prove (iii), it suffices to prove the following statement:

Lemma B.4.8. Assume that p > 0 is such that the predicate B(p) is not
valid. Then the predicate A(J¢(p®)p), with appropriately defined function ¥¢(-)
satisfying (B.4.5), is also not valid.

We are about to prove Lemma B.4.8. The case of p = 0 is trivial, so that
from now on we assume that p > 0 and that all matrices L;, R; are nonzero (the
latter assumption, of course, does not restrict generality). From now till the end of
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section B.4.4.3, we assume that we are under the premise of Lemma B.4.8, i.e., the
predicate B(p) is not valid.

B.4.4.1 First step: duality

Consider the optimization program
Y £ LR+ RI'Lj) = 0,j € I§,  (a)
—_——

24;,A;=AH
U;  RUL; } e
=0,j¢€lg, (b)
[ LiR; °
APV -
t,{yjergxl}n%jejr t: [ 1, } =0,j€lg, (¢) (- (B.4.19)

;. vyenmy e
S| wea-o| S v+ w4
JEI jeI§
jeIfC

A, v ER
Djovj }jGIC

Introducing “bounds” Y; = U; 4+ V; for j € Ié: and Y; = )\ijLj + I/jRJHRj for
je€ If and then eliminating the variables Uj, j € I§, v, j € If, we convert (B.4.19)
into the equivalent problem

Y+ [LJR; + RI'L;] =0, j € I§,

Y; -V, RJIL; ] ,
=0,jel§,
| Vi :
mlnL . " -
rov eyl Y, - MLPL,  RI
vyemmy Te [ A e AN ]t(),je]c,
i€t R, N,

A
© GR}J‘EIE

L
tI+A—p>Y; =0
j=1

By (already proved) item (ii) of Theorem B.4.2, predicate B(p) is valid if and only
if the latter problem, and thus problem (B.4.19), admits a feasible solution with
t < 0. We are in the situation when B(p) is not valid; consequently, (B.4.19) does
not admit feasible solutions with ¢ < 0. Since the problem clearly is solvable, it
means that the optimal value in the problem is positive. Problem (B.4.19) is a
conic problem on the product of cones of Hermitian and real symmetric positive
semidefinite matrices. Since (B.4.19) is strictly feasible and bounded below, the
Conic Duality Theorem implies that the conic dual problem of (B.4.19) is solvable
with the same positive optimal value. Taking into account that the cones associated
with (B.4.19) are self-dual, the dual problem, after straightforward simplifications,
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becomes the conic problem

=2p | 3 Tr([Py — Q145 + X R{Tr (S;RIL;)} + > wj

max

JEI} jeI§ jelf
—Tr(ZA)
subject to
(a.2) Pi+Q; = Z, jel;
zZ SH
J — . C.

o) 5] s e
(C) Tr(LJZLf) wj = 0 ] c IC'

w TI'(RJZR;LI) - ’ k
(d) Z»0,Te(Z) = 1

(B.4.20)

in matrix variables Z € H?, P;,Q; € H™, j € IS, S; € C™*™, j € I§, and real
variables w;, j € Ifc. Using (B.4.20.c), we can eliminate the variables w;, thus
arriving at the following equivalent reformulation of the dual problem:

maximize Zp[— > Tr([P— Qj]A;) — > R{Tr (SijLﬁ}

JEI} JEIS

+ 3 \/Tr L;ZLY) \/Tr R; ZRH)} —Tr(ZA4)

JGIf(;
1L;Z /2|2 I1R; 21722
subject to (B.4.21)
(a.1) PLQ; = 0,jel,
z S
J : IC’
(b) |: Sj Z :| - 07.] € S
(¢) Z>0,Te(Z) = 1

Next we eliminate the variables S;, @, R;. It is clear that

1. (B.4.21.a) is equlvalent to the fact that P; = Zl/QﬁjZl/Q, Q; =
Zl/ZQjZl/2 with P, QJ =0, P + QJ = I,,. With this parzimetezization of Pj,Qj;,
the corresponding terms in the objective become —2pTr([P; — Q;](Z'/2A;Z1/?)).
Note that the matrices A; are Hermitian (see (B.4.19)), and observe that if A € H™,
then

Tr([P — <=PQ,P =In} = AL = Ae(A
g, (TP = QA0 PQP Q= I} = NG = 3 )
(w.lo.g., we may assume that A is Hermitian and diagonal, in which case the
relation becomes evident). In view of this observation, partial optimization in
%, Q; in (B.4.21) allows to replace in the objective of the problem the terms
72pTr([ — Qj]A;) with 2p|[\(Z'/2A;Z/?)||; and to eliminate the constraints
(B.4.21‘a).
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2. Same as in the proof of Lemma B.4.5, constraints (B.4.21.b) are equivalent
to the fact that S; = —Z'/2U;Z'/? with ||U;||2.2 < 1. With this parameterization,
the corresponding terms in the objective become 2pR{Tr(U;(Z*/*R¥ L;Z'/?))},
and the maximum of this expression in U, ||Ujll2.2 < 1, is 2p]|a(Z/2RI L; Z1/2)|);.
With this observation, partial optimization in S; in (B.4.21) allows to replace in
the objective the terms pr%{Tr(SijLj)} with 2p||U(Z1/2RijZl/2)||1 and to
eliminate the constraints (B.4.21.D).

After the above reductions, problem (B.4.21) becomes
maximize 2p| > [A(ZY2A;2V3)| + X o(ZV2REL; 2V
JEL} JEIS
X L2 2] By 22|~ Te(24) (B.422)
jelf
subject to Z = 0,Tr(Z) = 1.
Recall that we are in the situation when the optimal value in problem (B.4.20), and

thus in problem (B.4.22), is positive. Thus, we arrive at an intermediate conclusion
as follows.

Lemma B.4.9. Under the premise of Lemma B.4.8, there exists Z € H™,
Z > 0, such that

20| 3 IMZPA4;Z )+ X Nlo(Z2RIL; 21|y

jeIl eIl
s ik (B.4.23)
+ 3 L Z ||| R 2P || > Te(Z2V/2AZY?).
jer¢
f
Here the Hermitian matrices A; are given by
24; = L¥YR; + RPL;, jeI}. (B.4.24)

B.4.4.2 Second step: probabilistic interpretation of (B.4.23)

The major step in completing the proof of Theorem B.4.2.(iii) is based on a prob-
abilistic interpretation of (B.4.23). This step is described next.

Preliminaries. Let us define a standard Gaussian vector ¢ in R™ (notation: £ €
NE) as a real Gaussian random n-dimensional vector with zero mean and unit
covariance matrix; in other words, & are independent Gaussian random variables
with zero mean and unit variance, ¢ = 1,...,n. Similarly, we define a standard
Gaussian vector ¢ in C" (notation: £ € N¥) as a complex Gaussian random n-
dimensional vector with zero mean and unit (complex) covariance matrix. In other
words, & = ay + i, 4, Where ag, ..., a9, are independent real Gaussian random
variables with zero means and variances %, and ¢ is the imaginary unit.

We shall use the facts established in the next three propositions.
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Proposition B.4.10. Let v be a positive integer, and let ¥s(v), du(v) be
given by the relations

1951(1/) = main{Eg{béagfg}:aeR”,HaHl:l} (€ € NE],

o) = win{E IS adullfaerali =1} ean

(B.4.25)
Then
(i) Both ¥g(), ¥ (-) are nondecreasing functions such that
(a.l) 9s(1) = 1,9s(2)=7F,
(@2) Os(v) < TVv,v>1;
(:1) Uu(l) = 1 0n(2) =2 (:4.20)
(b.2) Iulv) < Is(2v) <my/v/2,v>1.
(ii) For every A € S™, one has
E¢ {|¢7A¢]} > [M(A)[195" (Rank(A))  [€ € NE], (B.4.27)
and for every A € H" one has
E {[x"Ax|} 2 [IMA)[195 (Rank(4))  [x € NE]. (B.4.28)

Proof. 1°. Observe that Jg(-) satisfies (B.4.27). Indeed, since £ € N implies
that U¢ € N for an orthogonal matrix U, it suffices to verify (B.4.27) for a diagonal
matrix A = Diag{A1,...,\,,0,...,0}, where v = Rank(A), in which case (B.4.27) is
readily given by the definition of ¥g(-). By construction, Jg(-) is nondecreasing. To
check that Jg(-) satisfies (B.4.26.a), let a € R”, |la; = 1, let 8 = [a; —a] € R?,
and let £ € V2. Let also

po(u) = (20) 7" 2 exp{—uTu/2} : R — R
be the density of n € Nf. Setting

J:/ Zufai pu(u)du,
i=1
we have
2v v 2v
E{ > &s } < E{ S Gail+| Y Gainy } =2J. (B.4.29)
i=1 i=1 i=v41

On the other hand, setting 7; = (& — &i1v)/V?2, G = (& + &irn)/ V2, we get

2v v
> &8 =1 2aimi
i=1 i=1

=2(7"¢|, 7=[am;oun], (=[55G

(B.4.30)
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Note that ¢ € V¥ and 7, ¢ are independent. Setting 77 = [[a1m|;...; Jawnu|], we
have

E{77C} = Bl [l (o

[since 7, ¢ are independent and ¢ € NY]
= B{l:} & = B} (B.4.31)

v 2
2 ~ _ _2 2 2 2
z 7Bl = 7m0 oF (&) ===

ie. fg”f

Combining (B.4.29), (B.4.30) and (B.4.31), we get 2J > f’
yields (B.4.26.a.2). Relation (B.4.26.a.1) is given by the followmg computation:

_1
9s(2)

= min {/ |a1uf +a2u§|p2(u)du} = min /|0u1 — G)ug}pz(u)du
o= e

1(6)

= %/|uf—u§|p2(u)du

since f(0) is convex and symmetric w.r.t. 6 =1/2
2
| [imoa] =2

2%, From the definition of ¥g(-) it is clear that this function is nondecreasing.
To establish (B.4.28), by the same reasons as in the case of (B.4.27), it suffices to
verify (B.4.28) when A = Diag{)\,...,\,,0,...,0}, where v = Rank(A), in which
case (B.4.28) is readily given by the definition of ¥y (-).

It remains to verify (B.4.26.b). The relation dg(1) = 1 is evident. Further,
we clearly have

I5'(2) = min ¢(8), »(8) =By {|Blxil* — (1= B)|xal?|}, x € NE-

Belo0,1]

The function 1(3) is convex in 8 € [0,1] and is symmetric: ¥(1 — 8) = ¥(5). Tt
follows that its minimum is achieved at 8 = %; direct computation demonstrates
that ¢(1/2) = 1/2, which completes the proof of (B.4.26.b.1).

It remains to prove the first inequality in (B.4.26.b.2). Given a € RY, ||al]y =
1, let & = [a;a] € R?. Now, if x = n + w is a standard Gaussian vector in CV,
then the vector & = 2/2[n; w] is a standard Gaussian vector in R?”. We now have

v 2v
B {1 S adull} = B IS o W]} ~ 15 {1 £ aeh}
sllalhig’ (2v) = vg' (2v),
whence 9 (v) > 95" (2v), and the desired inequality follows. O

Y

Proposition B.4.11. For every A € C™*"™ one has

By {n" Anl} 2 o (A 95 (2Rank(4)) [y € AZ). (B.4.32)
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Proof. Let A = [ A } so that A € H2", Rank(A) = 2Rank(A) and

AH
the eigenvalues of A are +oy(A), £ = 1,...,n. Let also x = [n;w] be a standard
Gaussian vector in C?” partitioned into two n-dimensional blocks, so that n,w are
independent standard Gaussian vectors in C". We have

XAy = 2R{n" Aw}
— 8‘%{ [(77 +w)TA(n+w) —nHAn — wHAw]

+1[(n — w)T A(n — w) — n Ap — wH Aw] }
[polarization identity]
Eyw {10+ w)TA@n+w)l}

+E; 0 {1(n —w)TA(n —w)l}
+2E, {[n" An|} + 2B, {|w" Aw[}.

(B.4.33)

= Ex {|XHKX|}

IA

Since 7, w are independent standard Gaussian vectors in C”, the vectors 2~/ (n+w)
and 271/2(n — w) also are standard Gaussian. Therefore (B.4.33) implies that

E, {IXHEXI} < 8E, {|In" Anl}. (B.4.34)

Since A is a Hermitian matrix of rank 2Rank(A) and [|A(A)[|; = 2[|o(A)]|1, the
left hand side in (B.4.34), by (B.4.28), is > 2[|0(A)||195' (2Rank(A)), and (B.4.34)
implies (B.4.32). O

Proposition B.4.12. (i) Let L € CP*" R € C9*", and let x be a standard
Gaussian vector in C". Then

™
Ex {lILxll2llBxll2} = ZILll2l Rl (B.4.35)

(ii) Let L € RP*™ R € R?7*™ and let £ be a standard Gaussian vector in R™.
Then 9
E¢ {ILEN2N Bell2} = L2 Ell2- (B.4.36)

Proof. (i): There is nothing to prove when L or R are zero matrices; thus,
assume that both L and R are nonzero.

Let us demonstrate first that it suffices to verify (B.4.35) in the case when
both L and R are rank 1 matrices. Let L L = U”Diag{\}U be the eigenvalue
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decomposition of L¥ L, so that U is a unitary matrix and A > 0. We have

E{|L¢lallRelo} = B{VETLTLe|Rell:}
— B{ (0" Diagn) (U9)"* R0 |
———

x d(x)>0

(B.4.37)
= E{( ,/EMX@P}

() = E{¢(X) ZMX@P}

=1

The function ®(x) of x € R is concave; therefore its minimum on the simplex
S={zeRL:Y z=Y M}
¢ ¢

is achieved at a vertex, let it be e. Now let L € C¥*" be such that LEL =
UHDiag{e}U. Note that L is a rank 1 matrix (since e is a vertex of S) and that

IIZI5 =) T(I"L) = Zee ZM Te(L7L) [=|IL]3)-

Since the unitary factor in the eigenvalue decomposition of LHL is U , (B.4.37)
holds true when L is replaced with L and A with e, so that

E {IILxllal| Rxll | = ®(e) < ®(A) = B{|Lx[2l Rxl2}

Applying the same reasoning to the quantity
E { | Zxlzll Rl }

with R playing the role of L, we conclude that there exists a rank 1 matrix R such
that -
IRz = IRl

and N R .
E{IZx]a Rxll2} < B {IZx]all Rxla )

Thus, replacing L and R with the rank 1 matrices E, ﬁ, we do not increase the left
hand side in (B.4.35) and do not vary the right hand side, so that it indeed suffices
to establish (B.4.35) in the case when L, R are rank 1 matrices. Note that so far
our reasoning did not use the fact that x is standard Gaussian.

Now let us look what inequality (B.4.35) says in the case of rank 1 matrices
L, R. By homogeneity, we can further assume that ||L||s = ||R|2 = 1. With this
normalization, for rank 1 matrices L, R we clearly have Ly = zf and Ry = wr
for unit deterministic vectors £,r and a Gaussian random vector [z;w] € C? = R4
such that E {|z|*} = E{Jw[*} = 1 (both z and w are just linear combinations,
with appropriate deterministic coefficients, of the entries in ). Since E {|z|2} =
E {|w|?} = 1, we can express (z,w) in terms of a standard Gaussian vector [n; ] €
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C? as z = n, w = cos(f)n + sin(0)¢, where 6 € [0,%] is such that cos(f) is the
absolute value of the correlation E {2w} between z and w. With this representation,
inequality (B.4.35) becomes

6(6) = / Inll cos(8)y + sin(B)E|dG (1, €) >
CxC

where G(n, &) is the distribution of [7;&]. We should prove (B.4.38) in the range
[0, 5] of values of #; in fact we shall prove this inequality in the larger range 6 € [0, 7].
Given 6 € [0, 7], we set

u=cos(0/2)n +sin(0/2), v = —sin(0/2)n + cos(8/2)¢;
it is immediately seen that the distribution of (u,v) is exactly G. At the same time,

n = cos(0/2)u —sin(8/2)v, cos(0)n + sin(§)¢ = cos(6/2)u + sin(6/2)v,

1 =95) (B.4.38)

whence
p(0) = / | cos(8/2)u — sin(8/2)v]| cos(6/2)u + sin(6/2)v|dG(u, v)
CxC
= / | cos?(0/2)u? — sin?(0/2)v%|dG (u, v).
CxC
We see that
min 6(6) = min v(a). w(a)= [ lav? - (1~ a)o?ldG(u,v).

CxC

The function 1 («) clearly is convex and 9(1 — ) = ¥(a) (since the distribution of
[u; v] is symmetric in u,v). Consequently, ¢ attains its minimum when o = 1/2,
and ¢ attains its minimum when cos?(/2) = 1/2, i.e., when § = 7/2, which is
exactly what is stated in (B.4.38).

(ii): Applying exactly the same reasoning as in the proof of (i), we conclude
that it suffices to verify (B.4.36) in the case when L, R are real rank 1 matrices. In
this case, the same argument as above demonstrates that (B.4.36) is equivalent to
the fact that if £ 5 are independent real standard Gaussian variables and G(&,7)
is the distribution of [¢; 7], then the function

00) = [ lellcos(o)é + sin(@nldGe.n) (B.4.30)

RxR
of § € [0, 7] achieves its minimum when 6 = 7. To prove this statement, one can
repeat word by word, with evident modifications, the reasoning we have used in the
complex case. O
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B.4.4.3 Completing the proof of Theorem B.4.2.(iii)

We are now in a position to complete the proof of Theorem B.4.2.(iii). Let us set

p]?{ = Qmax{p]jejg}v
Pt = 2max{p;:j €IS}, (B.4.40)
¥ds = max [ﬁH(pHSg), 49u(pg), ﬂ )

here by definition the maximum over an empty set is 0, and Jg(0) = 0. Note that
by (B.4.26) one has
Vg < 4my/p’

(ct. (B.4.4), (B.4.5)).

Let x be a standard Gaussian vector in C”. Invoking Propositions B.4.10 —
B.4.12, we have (for notation, see Lemma B.4.9):

INZ124; 23]

< du(Rank(ZV/2A4;ZV2)E, {|x21/2A;24/%x|}
< IsE {|xHZYV2A; 22|}, je Ik
by Proposition B.4.10 since A; = Af and
Rank(4;) = Rank([L}' R; + RI'L;]) < 2p;
lo(Z2REL; 21|,
< 49u(2Rank(Z'2RIL; Z'/)E, {|x" Z'/2RIL; Z' x|}
< OsE {IX"ZY2RIL; 22|}, j e IS
[by Proposition B.4.11 since Rank(Rij) < pj]
1L; 2122 R; 212
< 2E L2V 2xl2|1R; 212 x| }
< UsEy {IL; 2" x|l2|| R; 2" x| }

[by Proposition B.4.12.(i)]

and, of course,
E, {XH21/2A21/2X} = Tv(ZY/2AZY/2).

In view of these observations, (B.4.23) implies that

pis| 5 B AN 2L R+ RYLIZV )
JEI}
+ > Ey {2‘XHZ1/2R§{LJ-ZU2><‘}
JEIS
+ 3 By {214, 22|l R 220} | > By {xH 224212}

eI
IS

(we have substituted the expressions for A;, see (B.4.24)). It follows that there
exists a realization ¥ of y such that with £ = Z'/2Y one has

pis | X [€7ILS Ry + R Lylel + X2 26" R Ligl + 32 2I|Ls€l2ll Ri€ll

o1l = 1C .~ 1C
Jjelg Jjelg ]GIf

> e Ae.

(B.4.41)
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Observe that

e The quantities EH[Lij +R§{Lj]§ are real; we therefore can choose §; = %1,
j € I§, in such a way that with x7 = 6,1, one has

LI R; + RN L )¢ = [¢"[LY Ry + RIL)J¢), j € IL:;

e For j € I, we can choose 0; € C, |0;] = 1, in such a way that with ©7 = 6,1,
one has

¢MLY O Ry + RO L)¢ = 21" R Ly¢), j € IS
e For j e If, we can choose ©7 € CPi*%  ||©7]|22 < 1, in such a way that
LT Ry + RO Ly1E = 2| Lig 2| R€l2, 5 € If -

With ©7’s we have defined, (B.4.41) reads

L
eH [A — pls Z[Lf@jRj + RO L] € <0,

j=1

e,
so that C is not positive semidefinite; on the other hand, by construction C €
U[Psp]. Thus, the predicate A(dgp) is not valid; recalling the definition of Jg, this
completes the proof of Lemma B.4.8, and thus the proof of Theorem B.4.2.(iii). O

B.4.5 Proof of Theorem B.4.2.(iv)

The fact that A(p) is equivalent to B(p) in the case of L = 1 is evident when the
only perturbation block in question is a real scalar one, is readily given by Lemma
B.4.5 when the block is a complex scalar one, and is readily given by Lemma B.4.6
when the block is full. O

B.4.6 Matrix Cube Theorem, Real Case

The Real Matrix Cube problem is as follows:
RMC: Let m, p1,qi,...,pr,qr be positive integers, and A € 8™, L; €
Rpixm R; € R%*™ be given matrices, L; # 0. Let also a partition
{1,2,...,L} = Igulf of the index set {1, ..., L} into two non-overlapping
sets be given. With these data, we associate a parametric family of
“matrix boxes”

L . . . .
Up| =L A+p Y [LTO'R; + RT[©]"L;]: ©7 € 27,1 < j < L}
Jj=1

csm,
(B.4.42)
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where p > 0 is the parameter and

{01, : 0 R, |0| <1}, j € I§
zi [“scalar perturbation blocks”] s
) {67 eRPXG @ || < 1},5 € " . (B.4.43)
[“full perturbation blocks”]

Given p > 0, check whether
Ulp] C ST A(p)

Remark B.4.13. In the sequel, we always assume that p; > 1 for j € I3,
Indeed, non-repeated (p; = 1) scalar perturbations always can be regarded as full
perturbations.

Consider, along with predicate A(p), the predicate
;eSS j=1,...L:
(a) Y; = LTOIR; + RT[®ITL; V(69 € 27,1 <j<L)
L

() A—p¥Y;=0.
j=1

B(p)

The Real case version of Theorem B.4.2 is as follows:
Theorem B.4.14. [The Real Matrix Cube Theorem [10, 12]] One has:

(i) Predicate B(p) is stronger than A(p) — the validity of the former predicate
implies the validity of the latter one.

(ii) B(p) is computationally tractable — the validity of the predicate is equiv-
alent to the solvability of the system of LMIs

(s) Y; £ [LTR;+RJL;] = 0,j €I,
Y. - \LTL.  RT
(f) 3 Ay j = 0,jelf (B.4.44)
R; )‘j%j f
(+) A=pY Y, = 0.
j=1

in matrix variables Y; € S™, j =1, ..., L, and real variables \;, j € If.

(iii) “The gap” between A(p) and B(p) can be bounded solely in terms of the
maximal rank
p* = max Rank(LjTRj + R?Lj)
FEIL
of the scalar perturbations. Specifically, there exists a universal function Vg (-)
satisfying the relations

T
U2(2) = 5 0r(4) = 2 Vr(n) < Ty/p/2V0 2 1
such that with g = max[2, p°] one has
if B(p) is not valid, then A(Jgr(u)p) is not valid. (B.4.45)
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(iv) Finally, in the case L = 1 of single perturbation block A(p) is equivalent
to B(p).

The proof of the Real Matrix Cube Theorem repeats word by word, with
evident simplifications, the proof of its complex case counterpart and is therefore
omitted. Note that Remark B.4.4 remains valid in the real case.

B.5 PROOFS FOR CHAPTER 10
B.5.1 Proof of Theorem 10.1.2

Let o
Erf(t) = &= [ exp{—s?/2}ds,
t

Erflnv(r) : A= }O exp{—s?/2}ds =r.

Theorem B.5.1. Let ¢ ~ N(0,1I,,,), and let Q be a closed convex set in R™
such that

Prob{¢ € Q} > x > % (B.5.1)
Then
(i) @ contains the centered at the origin || - ||2-ball of the radius
r(x) = Erflnv(1 — x) > 0. (B.5.2)

(ii) If @ contains the centered at the origin || - ||-ball of a radius r > r(x),
then

Va € [1,00) : Prob{¢ € a@} < Erf (Erflnv(l — x) + (o — 1)r)

< Erf (aErflnv(1 — x)) < £ exp {—m} . (B.5.3)

2

In particular, for a closed and convex set @, ¢ ~ AN (0,%) and a > 1 one has

Prob{( ¢ Q}<d< 3=
Prob {¢ ¢ aQ} < Erf(aErflnv()) < 1 exp{— 2 Efn@0)

Proof. (i) is immediate. Indeed, assuming the opposite and invoking the
Separation Theorem, @ is contained in a closed half-space IT = {x : eT2 < r}
with a unit vector e and certain » < Erflnv(x), and therefore Prob{n ¢ @} >
Prob{n ¢ II} = Erf(r) > x, which is a contradiction.

(B.5.4)

(ii): This is an immediate corollary of the following fact due to C. Borell [31]:

() For every a > 0, ¢ > 0 and every closed set X C R* such that
Prob{¢ € X} > a one has

Prob {dist(¢, X) > e} < Erf(Erflnv(l — a) + €)

where dist(a, X) = mi)r} la — z|2.
TE
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The derivation of (ii) from (!) is as follows. Since @ contains the centered at the
origin || - [|o-ball B, of the radius r, the set aQ, o > 1, contains @ + (o — 1)Q D
Q@ + (o — 1) B, and thus contains the set {z : dist(z, Q) < € = (a — 1)r}. Invoking
(1), we arrive at the first inequality in (B.5.3); the second inequality is due to
r > r(x) = Erflnv(1 — x), and the third is well known.

Y

Here is the demonstration of the inequality Erf(s) S Lexp{—s®/2}, s >
0. This is equivalent to 3 > [ exp{(s® — r?)/2} (27 “12dr, that is, 3 >
I3 exp{(s® — (s + t)?)/2}(2r)~Y/2dt, which indeed is t]rue7 since the latter

integral is < [ exp{—t?/2}(2m)"V2dt = 1/2.

B.5.2 Proof of Proposition 10.3.2

Items 1, 2, 3 are evident.

Item 4: Let f(z,y) € CFrqs (x € R", y € R®), The functions p(z) =
[ f@,y)dPa(y), q(x) = [ f(z,y)dQa(y) clearly belong to Cfr and p < ¢ due to
Py <. Qo. Wehaveff:cy(Pleg = [p(2)dPi(z) < [p(z)dQ:i(z) <
Jq(2)dQ1(x) = [ f(z,y)d(Q1 % Q2)(z,y), where the first < follows from P; <. Q1,
and the second < is given by p < ¢q. The resulting inequality shows that
Py x Py 2. Q1 X Q2. O

\_/\./

Item 5: Given f € CF,,, let us set g(ug,...,ux) = f(z:];:1 Siu;), so that
g € CFin. By item 4, we have [¢15...;&k] =c [m1;..;mk], whence E{g(&1,...,&k)} <

E{g(m,...,mk)}, or, which is the same, E{f(>, S:&)} < E{f(3>_, Sinmi)}. since the
latter inequality holds true for all f € CF,,, we see that ). S;& =c >, Sini. O

Item 6: Let f € CF7; we should prove that

/ F(s)dPe(s / F(s)dP,( (*)

When we add to f an affine function, both quantities we are comparing change by
the same amount (recall that R is comprised of probability distributions with zero
mean). It follows that w.l.o.g. we can assume that f(—1) =0 and f/(—1+0) =0,
so that f is nonnegative to the left of the point —1. Replacing f in this domain by
0, we preberve convexity, keep the quantity [ f(s)dPe(s) intact and do not increase
[ f(s ; it follows that it suffices to prove our inequality when f, in addition
to f ( 1 + 0) = f(—1) = 0, is identically zero to the left of —1. Now, either f is
identically zero on [—1,1], or f(1) is positive. In the first case, the left hand side
in (%) is 0, while the right hand side is nonnegative (since f is nonnegative due to
f(=1) = f'(=140) = 0), and (*) holds true. When f(1) > 0, we can, by scaling
f, reduce the situation to the one where f(1) = 1. In this case, f(s) < (s+1)/2 on
[—1, 1] by convexity, whence, recalling that & is supported on [—1,1] and has zero
mean, we have

[ 1ears) < [ 5+ ) = 5
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On the other hand, let & = f'(1 4 0), so that « > 0. Besides this, f is nonnegative
and f(s) > 14 a(s—1) for all s, whence

f(s) > max[0,1 — a + as] Vs.
Consequently, setting o = y/7/2, we have
[ f(s)dP,(s) > [max[0,1 — a + as] \/2170 exp{—s?/(20?)}ds
\/21770 exp{—s?/(20%)} ds.

> min [ [max[0,1 — o + as]
a>0

p(s)
The function g(a) = [max[0,1 — a + as]p(s)ds clearly is convex in a > 0, and
g'(a) = [ (s—1)p(s)ds. Taking into account that [ p(s)ds = [ sp(s)ds =1/2, we
a1 0 0
conclude that ¢’(1) = 0, that is, & = 1 is a minimizer of g so that g(a) > g(1) = 1/2
whenever « > 0. Thus, the right hand side in (x) is > 1/2 and thus (x) is true. O

Item 7: Denoting by u, v the probability distributions of £, i respectively, we

should verify that
[ 161duts) < [ sspants

for every f € CFy. Since both £ and n are symmetrically distributed w.r.t. 0, it
suffices to verify this inequality for the case of an even f € CF; (pass from the
original f(z) to 3(f(z)+ f(—z))). An even convex function is monotone on the
nonnegative ray, and it remains to use Proposition 4.4.2. O

Item 8: Due to absolute symmetry, the distribution of £ is the limit, in
the sense of weak convergence, of a sequence of convex combinations of uniform
distributions on the vertices of cubes {u : ||u|]c < 7}, 7 < 1. By item 6, all these
distributions are dominated by N (0, (7/2)I,,). It remains to apply item 2. O

Item 9: Since 0 < ¥ =< O, there exists a nonsingular transformation = —
Az : R" — R" such that the random vectors E = A¢ and 7 = An are, respectively,
N(0,Diag{\}) and N (0, Diag{u}); since ¥ < ©, we have A < u, whence, by item
3, gjc 77, which, of course, is equivalent to & <. 7. O

B.5.3 Proof of Theorem 10.3.3

Let ¢ € Ry and n ~ N(0,Ir), and let ¢ <. n. Let, further, @ C R™ be a closed
convex set such that x = Prob{n € Q} € (1/2,1). All we need is to prove that
whenever v > 1, one has

o

Prob{¢ € vQ} < <11g£ o / f(rErflnv(1l — x))dr. (B.5.5)
B
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Indeed, since @ is convex and Prob{n € Q} > 1/2, the origin is in the interior of

Q. Let B €[1,7), let
0(z) =inf{t:t 'z € Q}

be the Minkowski function of @, and let §(x) = max[f(x) — 3,0]. We clearly have
d(-) € CF,, so that
2)dP(x / 5(2)dP,( (a)

For r > (3 let p(r) = Prob{n ¢ rQ} = Prob{d(n) > r — f}. By Theorem B.5.1, for
r > (3 we have

p(r) < Erf(rErflnv(1l — x)). ()
We have
J6(x)dP, 70 ?p dr < TErf(rErﬂnv(l —Xx))dr,
B B 8
whence

/5 x)dPe(x /Erf rErfInv(1l — x))dr
B

by (a). Now, when ¢ € 7@, we have §({) > ~v— . Invoking Tschebyshev Inequality,

we arrive at

E{ 17
Prob{¢ ¢ vQ} < {o()} < /Erf(rErﬂnv(l —x))dr.
-8 Ty-B
The resulting inequality holds true for all 8 € [1,7), and (B.5.5) follows. O

B.5.4 Conjecture 10.1

The validity of Conjecture 10.1 with £ = 2 and T = 4,/In max[m 3] 1s given by the
following statement (to be applied to the matrices By = A~ 2AgA 2, we assume
w.l.o.g. that A > 0):

Proposition B.5.2. Let By, ..., By be deterministic symmetric m x m matrices
such that Zle B? < I and let ¢; be random perturbations satisfying Assumption
AT or AII (see p. 235). Then with T = 4/In(max(3,m)) one has

L
3
Prob {—TI = ;&Bg < TI} > (B.5.6)

Proof is readily given by the following deep result from Functional Analysis
due to Lust-Piquard [78], Pisier [93] and Buchholz [35], see [111, Proposition 10]:

Let €y, £ = 1,...,L, be independent random variables taking values
+1 with probabilities 1/2, and let Q1, ..., Qr, be deterministic matrices.
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Then for every p € [2,00) one has

{30 e}
p

p (B.5.7)
< {2*1/4\/p7r/e} max [| Zngl QeQ7 |, | Z@L:l Q7 Qelg .
where |A|, = ||oc(A)|l,, 0(A) being the vector of singular values of a

matrix A.

Observe, first, that (B.5.7) remains valid when the random variables €, in the left
hand side are replaced with (;. Indeed, assume first that we are in the case of A.I
— (p are independent with zero means and take values in [—1, 1]. Tt is immediately
seen that if x4 is a random variable with zero mean taking values in [—1,1] and
v is a random variable taking values +1 with probabilities 1/2, then v >, u (see
Definition 10.3.1). Applying Proposition 10.3.2.5, we conclude that if ¢ = [¢1;...; (L]
and € = [e1;...;er] with ¢; as in (B.5.7), then € = ¢, which, by definition of >,
implies that E{f(e)} > E{f (&)} for every convex function f, in particular, for the
function f(z) = |Z€L:1 2¢Qeb. In the case of AL, let ¢y, 1 < £ < L, 1 <i <N,
be independent random variables taking values +1 with probability 1/2, and let
Qe = £Q¢, 1 <i < N. By (B.5.7) we have

)
E{|X/2 YilienQu B}
p
< [2vv/prse] max | 0, I QuEly . | L, QFQuils
= [z /om/e] max | S5, QeQF 15,1 1, QFQul |

Wk

(B.5.8)
The random variables (év = ﬁ Zf;l €ei, £ = 1,..., L, are independent, and their
distributions, by the Central Limit Theorem, converge to the standard Gaussian
distribution, so that (B.5.8) implies the validity of (B.5.7) when ¢, are replaced

with independent A(0,1) random variables.

Applying (B.5.7) to matrices By in the role of @, and random variables (; in
the role of €y, we get

L
E{|Z<@BZ;;} < [z—wm}pm,
/=1

Taking into account that |A|, > ||A]| (||A]| is the maximal singular value of A) and
applying Tschebyshev Inequality, we get

L P
9—1/4,,1/p _/
V(e > 0,p > 2) :Prob{HZQBgH >a} < [ m p7r/e‘| .

«
=1

Setting m = max[m, 3], p = 2Ilnm and a = 4vInm, we get

L —7p 21n3
2=14\/2rInm Vor
Prob Byl >4vVinm p < | ——r— | < |—+ <1/4. O
{H;@ (> 4V }[ Vit ] < [29/4 <1/



Appendix C

Solutions to Selected Exercises

C.1 CHAPTER 1
Exercise 1.1: Setting cj+ =cj+0/2,¢; =cj —

2 b, the RC
is equivalent to

0;/2, and similarly for A3,

- + 0l + - - ; :
yin {Z[cj uj — ¢j 5] : Z[Aijuj —ALvil <b7,1<4i < m} ;

J J

the robust optimal solution is u. — v., where u., v. are the components of an optimal
solution to the latter problem.

Exercise 1.2: The respective RCs are (equivalent to)

[a™; 6% a; = 1] + pl| P [z ~1][lg 0, ¢ = ;25 (a)
n,pnT
[a”; 0" [25 —1] + pl| (P[5 —1])+]lg <0, g = 25 (D)
[a™;0"]" [25 —1] + pl|PT[25 1] < O (c)
where for a vector u = [u1;...;ux] the vector (u);+ has the coordinates max[u;,0], ¢ =

1,... k.
Comment to (¢): The uncertainty set in question is nonconvex; since the RC remains
intact when a given uncertainty set is replaced with its convex hull, we can replace the
restriction ||¢||, < p in (¢) with the restriction ¢ € Conv{¢ : |||, < p} = {[¢l1 < p},
where the concluding equality is due to the following reasons: on one hand, with p € (0, 1)
we have

IKll, < p e 3Gl e)" <1 =1G|/p < WV = |Gl/p < (1G]/0)°
= > G0 <326l p)P £ 1,

whence Conv{|[¢||, < p} C {|[¢]s < p}. To prove the inverse inclusion, note that all
extreme points of the latter set (that is, vectors with all but one coordinates equal to 0
and the remaining coordinate equal +p) satisfy |||, < 1.

Exercise 1.3: The RC can be represented by the system of conic quadratic constraints

[ 6" s —1] 4+ p 3 lujfl2 <0
>, Q) u; = PTla; 1]

in variables z, {u;}/;.
C.2 CHAPTER 2
Exercise 2.1: W.l.o.g., we may assume t > 0. Setting ¢(s) = cosh(ts) — [cosh(t) — 1]s?,

we get an even function such that ¢(—1) = ¢(0) = ¢(1) = 1. We claim that ¢(s) < 1
when —1 < s < 1.



512 APPENDIX C

Indeed, otherwise ¢ attains its maximum on [—1, 1] at a point 5 € (0, 1), and ¢ (5) <
0. The function g(s) = ¢/(s) is convex on [0, 1] and g(0) = g(5) = 0. The latter, due
to ¢’(8) < 0, implies that g(s) =0, 0 < s < 5. Thus, ¢ is constant on a nontrivial
segment, which is not the case.
For a symmetric P supported on [—1,1] with [s°dP(s) = #* < v? we have, due to
P(s) <1, -1<s<1:

fexp{ts}dP f L cosh(ts)dP(s)
—f [cosh(ts) — (cosh(t) — 1)s%]dP(s) + (cosh(t) — l)filstP(s)
< fﬁl dP(s) + (cosh(t) — 1)7* < 1+ (cosh(t) — 1)1

as claimed in (2.4.33). Setting h(t) = In(v? cosh(t) + 1 —v?), we have h(0) = ' (0) =

2 1

2, 2 2 , Ve > 3
0, h"(t) = *~ (l; oy )Cosg(é))7 max; h' (¢ 1 5 1 , whence

(v2 cosh(t)+1—v?) [1 + - 21/2:| 3, V < 3

INES t

2(3) (l/) S 1.

Exercise 2.2: Here are the results:

I »n ] e [ tru [ t~em | tBU | tBUBx | tBdg |
16 | 502 || 3.802 || 3.799 | 9.791 | 9.791 | 9.791
16 | 5.o4 || 7.406 || 7.599 | 15506 | 15.596 | 15.596
16 | 5.06 || 9.642 || 10.201 | 19.764 | 16.000 | 16.000
256 | 5.0-2 || 15.195 || 15.195 | 390.164 | 39.164 | 39.164
256 | 5.0-4 || 30.350 || 30.396 | 62.383 | 62.383 | 62.383
256 | 5.0-6 || 40.672 || 40.804 | 79.054 | 79.054 | 79.054

I n I e T teu [[*tE2411 | tE24.12 | tE.24.13 | tUnim |
16 | 5.e-2 3.802 6.228 5.653 5.653 10.826
16 | 5.e-4 7.406 9.920 9.004 9.004 12.502
16 | 5.e-6 9.642 12.570 11.410 11.410 13.705
256 | 5.e-2 || 15.195 24.910 22.611 22,611 | 139.306
256 | b.e-4 30.350 39.678 36.017 36.017 | 146.009
256 | 5.e-6 40.672 50.282 45.682 45.682 150.821

Exercise 2.3: Here are the results:

I n ] e [ tea [ tnem tBn BIBx | !Bdg | !B.2.4.11 | tE.2.4.12 |
16 | 5.e-2 4.000 6.579 9.791 9.791 9.791 9.791 9.791
16 | 5.e-4 || 10.000 | 13.162 | 15.596 | 15.596 | 15.596 15.596 15.596
16 | 5.e-6 || 14.000 | 17.669 | 19.764 | 16.000 | 16.000 19.764 19.764

256 | 5.e-2 || 24.000 || 26.318 | 39.164 | 39.164 | 39.164 | 39.164 | 39.164

256 | 5.4 || 50.000 || 52.649 | 63.383 | 62.383 | 62.383 | 62.383 | 62.383

256 | 5.6-6 || 68.000 || 70.674 | 79.054 | 79.054 | 79.054 | 79.053 | 79.053

Exercise 2.4: In the case of (a), the optimal value is ¢, = \/nErflnv(e), since for a feasible
x we have £"[z] ~ N(0,n). In the case of (b), the optimal value is t;, = nErflnv(ne).
Indeed, the rows in B,, are of the same FEuclidean length and are orthogonal to each other,
whence the columns are orthogonal to each other as well. Sincg the first column of B, is
the all-one vector, the conditional on n distribution of £ = Zj ¢; has the mass 1/n at the
point nn and the mass (n — 1)/n at the origin. It follows that the distribution of £ is the
convex combination of the Gaussian distribution N'(0,n?) and the unit mass, sitting at
the origin, with the weights 1/n and (n — 1)/n, respectively, and the claim follows.
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The numerical results are as follows:

Lnl e[ t b [ t/ta |
10 | Le2 | 7.357 | 12816 | 174
100 | 1.3 || 30.002 | 128.155 | 4.15

1000 | T.e-4 || 117.606 | 1281548 | 10.90

C.3 CHAPTER 3

Exercise 3.1: A possible model is as follows: let us define the normal range Z of the
uncertain data — the vector of prices ¢ — as the box {c¢: 0 < ¢ < ¢}, where ¢ is the vector
of current prices, so that all “physically possible” price vectors form the set Z + R;}. To
account for volatilities, is natural to measure deviations of the price vector from its normal
range in the norm ||¢[| = max; |c;|/d;. We now can model the decision making problem
in question by the GRC of the uncertain LO problem
min {ch :Px>bx > O}
x

the uncertain data being c. By Proposition 3.2.1, the GRC of this uncertain problem is
the semi-infinite LO program

min, ; t
subject to
Px >0 (a)
x>0 (b)
cTe<tvee 2 (c)
ATz <aV(A>0:]A]<1), (d)

which is equivalent to the LO program

T Px>bx>0
dz < a ’

With the given data, the meaningful range of sensitivities (the one where the GRC is
feasible and the constraint d”x < « is binding) is [0.16,0.32], and in this range the cost
of the monthly supply at the current prices varies from 8000 to 6400.

C.4 CHAPTER 4

Exercise 4.1: In the notation of section 4.2, we have
P(w) = In(E{exp{>, wee}}) = 3, Aeexp{we} — 1)

—  max,[w”u = o)),

b(u) = maxw[uTw — d(w)] = { Yoolueln(ue/Ae) —ue + A}, uw>0

400, otherwise.

Consequently, the Bernstein approximation is

20 + ﬂz Ae(exp{we/B} — 1) + ﬁln(l/e)] <0,
¢

inf
B>0
or, in the RC form,

20 +max{wTu u€ Ze={u> O,Z[w In(ue/Ae) — ue + Ae] < ln(l/e)}} <o.
‘



514 APPENDIX C

Exercise 4.2: w(e) is the optimal value in the chance constrained optimization problem
L
min { wo : Prob{—wo + Z cCe <0} >1—€,,
wQ —

where (; are independent Poisson random variables with parameters A;.

When all ¢ are integral in certain scale, the random variable ¢* = Zle ceCy is also
integral in the same scale, and we can compute its distribution recursively in L:

D={ b 120 =3 pecli— )k exp{-Auk
Po - O7 ’L#O s Pk - . Opk—l ¢] ]' p ks
<

(in computations, Z;io should be replaced with Z;V:O with appropriately large N).
With the numerical data in question, the expected value of per day requested cash is
¢T'X = 17,000, and the remaining requested quantities are listed below:

€
Teel [ Te2 [ Te3 | Ted | Te5 [ 1.6

w(e) | 8,000 | 10,800 | 12,320 | 13,680 | 14,900 | 16,060

CvaR | 9732 | 11451 | 12,897 | 14,193 | 15,390 | 16,516

+9.3% | 46.0% | +4.7% | +3.7% | +3.3% | +2.8%

Bov | 9836 | 11578 | 13,047 | 14,361 | 15,572 | 16,709

+10.5%| +7.2% | +5.9% | +5.0% | +4.5% | +4.0%

5 | 10,555 | 12,313 [ 13,770 | 15,071 | 16,270 | 17,397

+18.6% | +14.0% | +11.8% | +10.2% | +9.2% | +8.3%

& 8,900 | 10,800 | 12,520 | 17,100 | —
4+0.0% | +0.0% | +1.6% | 4+25.0%

“BCV” stands for the bridged Bernstein-CVaR, “B” — for the Bernstein,
and “E” — for the (1 — ¢)-reliable empirical bound on w(e). The BCV
bound corresponds to the generating function vi¢,10(+), see p. 97. The
percents represent the relative differences between the bounds and w(e).
All bounds are right-rounded to the closest integers.

Exercise 4.3: The results of computations are as follows (as a benchmark, we display
also the results of Exercise 4.2 related to the case of independent (1, ...,(r):

€
le-1 [ l.e-2 [ l.e-3 [ l.e-4 [ l.e-5 [ l.e-6
[ Exer. 42 [ 8,900 [ 10,800 | 12,320 [ 13,680 | 14,900 [ 16,060 ]
Exer. 4.3, [ 11,000 | 15,680 | 19,120 [ 21,960 | 26,140 | 28,520
lower bound |+23.6% | +45.2% | +55.2% | +60.5% | +75.4% | +77.6%
Exer. 4.3, | 13,124 | 17,063 | 20,507 | 23,582 | 26,588 | 29,173
upper bound |447.5% | +-58.8% | +66.5% | +72.4% | +78.5% | +81.7%

Percents display relative differences between the bounds and w(e)

Exercise 4.4. Part 1: By Exercise 4.1, the Bernstein upper bound on w(e) is

Bi(e) = inf {wo :infgso [—wo + B, Ae(exp{ce/B} — 1) + BIn(1/€)] <0}
= infano [B5, Ae(explee/) - 1) + BIn(1/e)]

The “ambiguous” Bernstein upper bound on w(e) is therefore

maxxea infgso [B Yoo Ae(exp{ee/B} — 1)+ ﬁln(l/e)} (%)
= infgso 8 [maxaea D, Ae(exp{ce/B} — 1) +In(1/e€)]

Ba(e)
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where the swap of infgso and maxyea is justified by the fact that the function
B, Me(exp{ce/B} — 1) + B1In(1/€) is concave in A, convex in § and by the compactness
and convexity of A.

Part 2: We should prove that if A is a convex compact set in the domain A > 0 such
that for every affine form f()\) = fo + e’ X one has

glg/)\(f()\)§O:>ProbANp{f()\)§O}21—6, M

then, setting wo = Ba(€), one has

Prob~p {)\ : Probeapy, x..x Py, {Z Cece > wo} > E} <é. (7)
¢

It suffices to prove that under our assumptions on A inequality (?) is valid for all wo >
Ba(e). Given wo > Ba(€) and invoking the second relation in (x), we can find 3 > 0 such
that

g {mXZ Ne(exp{ee/BY — 1) + 1n<1/e>} < wo,
or, which is the same,

[~wo + BIn(1/)] + max > Ae[B(exp{e/F} — 1)] <0,
e

which, by (!) as applied to the affine form
FO) = [—wo + BIn(1/€)] + > Ae[Blexp{ce/B} — 1)),
P}

implies that
Probx~p {f(A) > 0} <. ()

It remains to note that when A > 0 is such that f(\) < 0, the result of Exercise 4.1 states
that

Probepy x..x Py, {—wo +) Geee > 0} <e

¢
Thus, when wo > Ba(€), the set of A’s in the left hand side of (?) is contained in the set
{A>0: f(\) > 0}, and therefore (7) is readily given by ().

Exercise 4.5: The necessary and sufficient condition for x to satisfy (4.6.2) clearly is

V(P eP):

Probyp{ sup ¢ [a]7z — 40 + 3" €lla)"e — ] b + SL, mella’] w — 5] < 0}
£EZ, =1

g(x)
>1—e

Now, by conic duality a pair z,t can be extended by properly chosen y to a solution of
(4.6.4.a — d) if and only if ¢t > g(x) (cf. proof of Theorem 1.3.4). Recalling the origin of
f, we conclude that if z can be extended to a solution of (4.6.4), then z satisfies (4.6.2).

Exercise 4.7: Let us fix the true vector of expected returns p. The RC mentioned in the
exercise is the (random) optimization problem

max {t — ErfInv(e)o(x) : vie >tV e M(E) } )

z>0,>,z =1
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Let ¢ be such that M (¢) contains a lower bound v = v(¢) for y1; note that this happens with

probability > 1 — §. Then the t-component of a feasible solution (x,t) to the RC satisfies
T

the relation ¢t < vz < pTx, whence the optimal value VaR(¢) and the z-component

zx = X (C) of an optimal solution (x«,t+) to the problem satisfy the relation
VaR(() = t. — Erflnv(e)o(z.) < p” z. — Erflnv(e)o(z.),
and (4.6.6) follows. O

Exercise 4.8: We have i = p + Xn with n ~ N(0, I,,). Therefore the set M given by
(4.6.9) can be represented as
M=p+[En+0O].

Such a set contains vector that is < pu if and only if the set 3n+ O contains a nonpositive
vector, i.e., if and only if O + R7} contains the vector —Xn. In the case of (4.6.10), the
latter condition is indeed satisfied with probability > 1 — 4. O

Exercise 4.9: The RC associated with the combined Ball-Box approximation is

SN _ 1 €A,
an;a}s{ E exe — pa N 1/20'(’[1,) — P N 1/2§ oV Z+ o zun >0 } , (C4.1)
T =1 =1 y Uy =

cf. Proposition 2.3.3.

Exercise 4.10: The solution . to the random problem (C.4.1) depends on (: . = . (C).
Therefore from the fact that the value of the problem’s objective at every fixed point
x € A, with probability > 1 — 4 is a lower bound on the value of the objective of the
“true” problem (4.6.5) at z it does not follow that the same is true at z.({). It can
happen (and in fact indeed happens) that the “bad event” — the objective of the soft RC
approximation as evaluated at . = T« (E) is greater than the “true” objective at the same
point — has probability significantly greater than 6. Whenever this bad event happens,
the optimal value in the approximation, which is exactly the value of its objective at x.,
is greater than VaR¢[V®*], (which is nothing but the value of the true objective at z.),
that is, our target relation VaR < VaR.[V®*] takes place with probability less than the
desired probability 1 — d. We could save the day by ensuring that the objective of the
approximation underestimates, with probability > 1 — ¢, the true objective everywhere on
A, but this is much more than what is ensured by the soft approximation.

Exercises 4.6 — 4.11, numerical results. The results of our experiments are presented
in table C.1. In the table:

e “Inv” is the empirical mean of the capital invested in “true assets” (those with £ > 2);
e M(-)/S(-)/P(-) are the empirical mean/standard deviation/probability computed over
a sample of 100 collections of historical data and associated portfolio selections;

e “Id” is the ideal portfolio given by the optimal solution to (4.6.5), while “Bl” “Bx,”
“BB,” “S” and “CS” stand for portfolios yielded, respectively, by the Ball, Box, combined
Ball-Box, soft, and corrected soft approximations.

C.5 CHAPTER 5

Exercise 5.1: The proof is correct up to the fact that the mere existence of similar
ellipsoids, centered at the origin, with the similarity ratio v/L which “bracket” Z is not
enough; we need a tractable approximation, so that we need an explicit description of
these ellipsoids, e.g., a description by explicitly given quadratic inequalities. Whether
such a description can be found efficiently, it depends on how Z itself is given. For
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[ Portf [ Inv | M(VaR) | S(VaR) [ M(VaR.[V"]) [ S(VaR.[VZ]) [ P(VaR > VaR.[V"]) ||
Id 1.000 1.053 0.000 1.053 0.000 0.000

Bl 1.000 1.032 0.001 1.044 0.001 0.000
Bx 0.000 1.000 0.000 1.000 0.000 0.000
BB 1.000 1.032 0.001 1.044 0.001 0.000
S 1.000 1.062 0.002 1.042 0.001 1.000
CS 1.000 1.046 0.002 1.052 0.000 0.000

Data (4.6.7.a)
M(VaR[V®]) T S(VaR[VT]) | P(VaR > VaR [V"]) |

[ Portf [ Inv [ M(VaR) | S(VaR)

1d 1.000 1.053 0.000 1.053 0.000 0.000
Bl 0.990 1.002 0.001 1.013 0.006 0.000
Bx 1.000 1.040 0.003 1.053 0.000 0.000
BB 1.000 1.040 0.003 1.053 0.000 0.000
S 1.000 1.046 0.003 1.053 0.000 0.020
CS 1.000 1.040 0.003 1.053 0.000 0.000

Data (4.6.7.b)
M(VaR.[V°]) | S(VaR.[V"]) | P(VaR > VaR.[V"]) ||

[ Portf [ Inv | M(VaR) | S(VaR)

1d 1.000 1.018 0.000 1.018 0.000 0.000
Bl 0.680 1.001 0.001 1.008 0.006 0.000
Bx 0.000 1.000 0.000 1.000 0.000 0.000
BB 0.620 1.001 0.001 1.008 0.006 0.000
S 1.000 1.020 0.002 1.012 0.001 1.000
CS 1.000 1.011 0.002 1.018 0.000 0.000

Data (4.6.7.c)

Table C.1 Numerical results for Exercises 4.6 — 4.11 on data sets (4.6.7.a-c).

example, when Z is “black-box-represented,” that is, it is given by a membership oracle
(a “black box” capable to check whether a given point ¢ belongs to Z) or a separation
oracle (a membership oracle that in the case of ¢ ¢ Z returns vector e such that e”'¢ >
maxcez e’ ('), we do not know how to “round” Z within the factor ¥ = (1 + €)Vd
efficiently — i.e., how to find a pair of similar, with the similarity ratio ¢, and centered at
the origin ellipsoids which bracket Z in a polynomial in L and In(1/¢) number of calls to
the oracle, with polynomial in L and In(1/€) number of additional arithmetic operations
per call. The best known so far ¢ for which ¥-rounding of a black-box-represented solid
Z = —Z can be found efficiently, is ¥ = O(1)L, and with this ¢ in the role of v/d the
tightness factor of the safe tractable approximation of (5.3.3), (RC,) developed at the
end of section 5.3 jumps from L to O(l)Ls/z. To get better results, we need “more
informative” representation of Z. We could require, e.g., that along with the membership
(or separation) oracle we have at our disposal an “inclusion” oracle — one that, given on
input a centered at the origin ellipsoid E (represented by an explicit quadratic inequality)
reports whether this ellipsoid is contained in Z, and if it is not the case, returns a point
from F\Z. In this case, we can approximate efficiently to whatever accuracy the largest
volume ellipsoid contained in Z and thus round efficiently Z within factor ¥ = (1 + ¢)v/L
for whatever € > 0 (for justification of this and the subsequent claims, see [8, section 4.9]).
Note that the inclusion oracle is easy to implement when, e.g., Z is given as intersection of
finitely many ellipsoids represented by explicit quadratic inequalities. Indeed, in this case
building an inclusion oracle reduces immediately to building a similar oracle for a pair
of ellipsoids given by explicit quadratic inequalities, and the latter problem is easy. Note
that in our context the inclusion oracle can be replaced with a “covering” one — a routine
that, given on input a centered at the origin ellipsoid FE, reports whether £ D Z, and if it
is not the case, returns a point from Z\E. In this case, we can approximate efficiently to
whatever accuracy the smallest volume ellipsoid containing Z, thus once again arriving at
an efficient ¥-rounding of Z with ¥ = (1 + €)v/L, € > 0. In order for a covering oracle to
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be readily available, it suffices to assume that Z is given as a convex hull of the union of
finitely many ellipsoids.

Exercise 5.2: Let S[] be a safe tractable approximation of (Cz,[-]) tight within the
factor 9. Let us verify that S[Ayp] is a safe tractable approximation of (Cz[p]) tight
within the factor AJ. All we should prove is that (a) if z can be extended to a feasible
solution to S[Ayp], then x is feasible for (Cz[p]), and that (b) if  cannot be extended to a
feasible solution to S[Ayp], then x is not feasible for (Cz[AJp]). When x can be extended
to a feasible solution of S[Ayp], z is feasible for (Cz,[\vp]), and since pZ C MypZ., x is
feasible for (Cz[p]) as well, as required in (a). Now assume that x cannot be extended
to a feasible solution of S[Ayp]. Then z is not feasible for (Cz, [9Ayp]), and since the set
YAypZ, is contained in 9ApZ, x is not feasible for (Cz[(9N)p]), as required in (b). O

Exercise 5.3: 1) Consider the ellipsoid

Z.={¢: cT[Z Qil¢ < M}.

We clearly have M~Y/2Z, C Z C Z.; by assumption, (Cz,.[']) admits a safe tractable
approximation tight within the factor ¢, and it remains to apply the result of Exercise
5.2.

2) This is a particular case of 1) corresponding to ¢7Q;¢ = (2,1 <4 < M = dim(.

M
3) Let Z = () E;, where E; are ellipsoids. Since Z is symmetric w.r.t. the origin,
i=1

M
we also have Z = [ [E; N (—E;)]. We claim that for every i, the set F; N (—E;) contains
i=1

an ellipsoid F; centered at the origin and such that F; N (—E;) C \/QFi, and that this
ellipsoid F; can be easily found. Believing in the claim, we have

M M
Z*EﬂFZCZC\/imFZ

=1 =1

By 1), (Cz,[-]) admits a safe tractable approximation with the tightness factor 9v/M;
by Exercise 5.2, (Cz[-]) admits a safe tractable approximation with the tightness factor

YV2M.

It remains to support our claim. For a given i, applying nonsingular linear trans-
formation of variables, we can reduce the situation to the one where E; = B + e, where
B is the unit Euclidean ball, centered at the origin, and |le]l2 < 1 (the latter inequality
follows from 0 € intZ C int(E; N (—E;))). The intersection G = E; N (—E;) is a set
that is invariant w.r.t. rotations around the axis Re; a 2-D cross-section H of G by a
2D plane II containing the axis is a 2-D solid symmetric w.r.t. the origin. By the results
on inscribed/cisrumscribed ellipsoids mentioned at the end of chapter 5, there exists an
ellipsis I, centered at the origin, that is contained in H and is such that /21 contains H.
This ellipsis can be easily found, see Solution to Exercise 5.1. Now, the ellipsis I is the
intersection of II and an ellipsoid F; that is invariant w.r.t. rotations around the axis Re,
and F; clearly satisfies the required relations F; C E; N (—F;) C \/iFZ 1

n fact, the factor v/2 in the latter relation can be reduced to 2/\/3 < V2, see Solution to
Exercise 7.1.
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C.6 CHAPTER 6

Exercise 6.1: With y given, all we know about x is that there exists A € RP*? with
|All2,2 < p such that y = By[x;1] + LT AR[z; 1], or, denoting w = ARJx; 1], that there
exists w € R? with wTw < p?[z; 1)T RT R[x; 1] such that y = Bu[z;1] + LTw. Denoting
z = [z;w], all we know about the vector z is that it belongs to a given affine plane Az = a
and satisfies the quadratic inequality 27 Cz+2¢” z+d < 0, where A = [A,, L], a = y— by,
and

(&w) Clgw] + 2T [Gw] +d=w'w — p?[6 1] RTR[E; 1], [&w] € R™P.

Using the equations Az = a, we can express the n+p z-variables via k < n+p u-variables:
Az=a<JueR": z2=Fu+e.

Plugging z = Eu+ e into the quadratic constraint z7Cz+2¢”z4d < 0, we get a quadratic
constraint ©T Fu+2fTu+ g < 0 on u. Finally, the vector Qx we want to estimate can be
represented as Pu with easily computable matrix P. The summary of our developments
is as follows:

(!) Given y and the data describing B, we can build k, a matrix P and a
quadratic form u” Fu+2fTu+ g < 0 on R¥ such that the problem of interest
becomes the problem of the best, in the worst case, || - ||2-approximation
of Pu, where unknown vector u € RF is known to satisfy the inequality
uTFu+2fTu+¢<o0.

By (1), our goal is to solve the semi-infinite optimization program
n?in{t:HPu—sz§tV(u:uTFu+2fTu+g§O)}. (%)

Assuming that inf, [uTFu +2fTu+ g] < 0 and applying the inhomogeneous version of
S-Lemma, the problem becomes

. \F—PTpP \ N — PTo
>0 - > .
;rg&{t_o |:)\fT—UTP‘)\g+t2—vTv =0,A>0

Passing from minimization of ¢ to minimization of 7 = ¢2, the latter problem becomes the
semidefinite program

vTo<s,A>0
min  7: [ AF—=PTP | A\f—P™v
T,U,\,S T T EO
MT=0TP | Ag+T7—35

In fact, the problem of interest can be solved by pure Linear Algebra tools, without
Semidefinite optimization. Indeed, assume for a moment that P has trivial kernel. Then
() is feasible if and only if the solution set S of the quadratic inequality ¢(u) = u” Fu +
2fTu 4 g < 0 in variables v is nonempty and bounded, which is the case if and only if
this set is an ellipsoid (u — ¢)TQ(u — ¢) < r* with Q = 0 and r > 0; whether this indeed
is the case and what are ¢, @), r, if any, can be easily found out by Linear Algebra tools.
The image PS of S under the mapping P also is an ellipsoid (perhaps “flat”) centered at
v« = Pec, and the optimal solution to (x) is (t«,v«), where ¢, is the largest half-axis of the
ellipsoid PS. In the case when P has a kernel, let E be the orthogonal complement to
KerP, and P be the restriction of P onto F; this mapping has a trivial kernel. Problem
(x) clearly is equivalent to

Htlin{t: | Pi—v|ls <tV(i € E : 3w € KerP : ¢(d + w) SO}.
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The set R
U={ueFE:3JweKerP:¢(u+w) <0}
clearly is given by a single quadratic inequality in variables u € E, and (%) reduces to a

similar problem with E in the role of the space where u lives and P in the role of P, and
we already know how to solve the resulting problem.

C.7 CHAPTER 7

Exercise 7.1: In view of Theorem 7.2.1, all we need to verify is that Z can be “safely
approximated” within an O(1) factor by an intersection Z of O(1)J ellipsoids centered at
the origin: there exists Z = {n: nT@jn <1,1<j5< j} with @j =0, @j > 0 such
that
0 'ZcZcZ,

with an absolute constant 6 and J < O(1)J. Let us prove that the just formulated
statement holds true with J = J and 6 = V/3/2. Indeed, since Z is symmetric w.r.t. the
origin, setting E; = {n: (n —a;)TQ;(n — a;) < 1}, we have

DX

J J
Z= ﬂ By =((-E;) = ﬂ(Ej N[=E;));

1

all we need is to demonstrate that every one of the sets F; N [—E;] is in between two
proportional ellipsoids centered at the origin with the larger one being at most 2/ V3
multiple of the smaller one. After an appropriate linear one-to-one transformation of the
space, all we need to prove is that if £ = {n € RY : (m — r)2 + Z?:z 77]2» < 1} with
0 <7 < 1, then we can point out the set F = {n: ni/a® + 2512 n; /b < 1} such that

?FcEm[—E} CF

When proving the latter statement, we lose nothing when assuming k£ = 2. Renaming m:
as y, n2 as x and setting h = 1 — r € (0, 1] we should prove that the “loop” £ = {[z;y] :
[lyl + (1 = h)]*> + 2 < 1} is in between two proportional ellipses centered at the origin
with the ratio of linear sizes § < 2/v/3. Let us verify that we can take as the smaller of
these ellipses the ellipsis

€= {lsul s P /0* + %) 2h = 1) < it p = | 2o

and to choose § = p~! (so that # < 2/v/3 due to 0 < h < 1). First, let us prove that
& C L. This inclusion is evident when h = 1, so that we can assume that 0 < h < 1. Let
[z;y] € €, and let A = M We have

2 <RPp? —2*/(2h — h*)]  (a)

272 2 2y < 2 Yy = H .
i vajen - <= LS TS W
(Iyl + 1 =) +2® =y* + 2ly|(1 = h) + (1 = h)* <y + [Ay® + (1 = h)?]
+(1 _ h)Q — yQ% + (2—h)2(1—h) +LB2

1'2 - — J—

< [ — st (20— %) + BB 40 = ga2),
where the concluding < is due to (a). Since 0 < x? < u*(2h — h?) by (b), q(z?) is in-
between its values for 22 = 0 and z? = p?(2h — h?), and both these values with our p are
equal to 1. Thus, [z;y] € L.
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It remains to prove that =€ O £, or, which is the same, that when [z;y] € £, we
have [uz; py] € €. Indeed, we have

lyl+ (A —=h)P+2*<1=|y<h&a®<1-y°—2y|1—h)—(1—h)’
=22 <2h—h? —y® —2ly|(1 —h)

<o
r—’%
2 [ 42 22 ] 22@-h)+he?® _  2h2C@-h)+201-h)Y" —lylh o
=M {;JTZ_FQh—h?] =W Tzl SH hZ(2—h)
= [y €€,

as claimed.

C.8 CHAPTER 8

Exercise 8.1: 1) We have

EstErr = sup /0T (GA—IDT(GA - I)v+ Tr(GTZG)
veEV,AcA
=sup sup uTQ YV2(GA—-IDT(GA-T1)Q 2u+ Tr(GTG)

A€A y:uTu<l

[substitution v = Q2]
\/ sup [|(GA — 1)Q-1/2|)3, + Ti(GTSG).
AcA

By the Schur Complement Lemma, the relation |[(GA — I)Q™Y/?||22 < 7 is equivalent to
I | [(GA-DQ™'/*I"
the LMI
¢ [ (GA-—D)Q 7| I

can be posed as the semi-infinite semidefinite program
VT2 4602 <t, /Tr(GTEG) <6

min < ¢: 7l | (GA-DQ'?"
t,7,0,G —172
(GA—-1)Q \ I

}, and therefore the problem of interest

}EOVAEA ’

which is nothing but the RC of the uncertain semidefinite program

VT2 +62<t, /Tr(GTEG) < 6§
. . _ —1/21T .
i, t: Tl - ‘ (GA—-DQ ™7 o (° AcA
(GA—-1)Q \ Tl

In order to reformulate the only semi-infinite constraint in the problem in a tractable
form, note that with A = A, + LTAR we have

- rl|[(GA- DT
N(A) := { (GAZ [)Q‘ T ‘ 7_5 }
= Ll [(GAx — I)Qil 2]T T T AT
B { (GA, —1)Q* | 1 }ﬁ% (G)AR +RTATL(G),

Bn(G)
L(G) = [0pxn, LGT] , R = [RQ—I/Q,oqxn] .

Invoking Theorem 8.2.3, the semi-infinite LMI N (A) = 0 VA € A is equivalent to

AL, ‘ PL(G)
pLT(G) | Bo(G) —AR™R

o B
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and thus the RC is equivalent to the semidefinite program

VT2 402 <t, /T (GTEG) <6

i ¢ M, pLGT
ki I, —AQ PRTRQ7Z [ Q 2(ATGT—1,) | =0
o pGLT (GA, — I,)Q™'/? 1,

2): Setting v = UT 0, § = W7y, fA: WTE, our estimation problem reduces to the
exactly the same problem, but with Diag{a} in the role of A, and the diagonal matrix
Diag{q} in the role of Q; a linear estimate é@ of ¥ in the new problem corresponds to the
linear estimate U TéWTy, of exactly the same quality, in the original problem. In other
words, the situation reduces to the one where A, and @ are diagonal positive semidefinite,
respectively, positive definite matrices; all we need is to prove that in this special case we
lose nothing when restricting G' to be diagonal. Indeed, in the case in question the RC
reads

VT2 <t, o /Te(GIG) < 6

min {10 |2 rG" (%)
S 7I, — ADiag{u} Diag{r}GT — Diag{n} | =0
pG | GDiag{v} — Diag{n} 71,

where p; = q;l, Vi = ai/\/ﬁ and n; = 1/\/q7 Replacing the G-component in a feasible
solution with EGE, where E is a diagonal matrix with diagonal entries 1, we preserve
feasibility (look what happens when you multiply the matrix in the LMI from the left and
from the right by Diag{l, I, E}). Since the problem is convex, it follows that whenever
a collection (t, 7,9, A\, G) is feasible for the RC, so is the collection obtained by replacing
the original G with the average of the matrices ETGE taken over all 2" diagonal n x n
matrices with diagonal entries 1, and this average is the diagonal matrix with the same
diagonal as the one of G. Thus, when A, and @ are diagonal and L = R = I,, (or, which
is the same in our situation, L and R are orthogonal), we lose nothing when restricting G
to be diagonal.

Restricted to diagonal matrices G = Diag{g}, the LMI constraint in (%) becomes a
bunch of 3 x 3 LMIs

A 0 PYi
0 | 7T—Awi | vigi—mi | =0,i=1,...,n,
PYi | Vigi — 1 T

in variables A, 7, g;. Assuming w.l.o.g. that A\ > 0 and applying the Schur Complement
Lemma, these 3 x 3 LMIs reduce to 2 X 2 matrix inequalities
T — M ‘ Vigi — 1

Vigi — 1M ‘ T—PQQ?/A

=0,i=1,..,n.

For given 7, A, every one of these inequalities specifies a segment A; (7, \) of possible value
of g;, and the best choice of g; in this segment is the point g;(7, \) of the segment closest
to 0 (when the segment is empty, we set g;(7, A\) = 00). Note that g;(7,\) > 0 (why?). It
follows that (%) reduces to the convex (due to its origin) problem

3 2 2 2 by
min \/7' +o Zg@(ﬂ )

with easily computable convex nonnegative functions g;(7, A).
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C.9 CHAPTER 9

Exercise 9.1: Note that 1), 2) are nothing but the real case counterparts of Lemma
B.4.6. For the sake of completeness, we present the corresponding proofs.

1) Let A > 0. For every £ € R™ we have £ [pg” +qp” 1€ = 2("p)(§"q) < M§Tp)* +
%(STQ)Q =T Dpp” + %qu]E, whence pgT + gpT < \ppT + %qu. By similar argument,
—[pa" +ap"] = App” + $+qq”. 1) is proved.

2) Observe, first, that if A(A) is the vector of eigenvalues of a symmetric matrix A,
then [|A(pg” +qp™)|l1 = 2||pl|2|l¢ll2. Indeed, there is nothing to verify when p = 0 or ¢ = 0;
when p, ¢ # 0, we can normalize the situation to make p a unit vector and then to choose
the orthogonal coordinates in R™ in such a way that p is the first basic orth, and ¢ is in the
linear span of the first two basic orths. With this normalization, the nonzero eigenvalues

. . 2
of A are exactly the same as the eigenvalues of the 2 x 2 matrix { ﬁa g
and ( are the first two coordinates of ¢ in our new orthonormal basis. The eigenvalues of
the 2 X 2 matrix in question are a & y/a? + (32, and the sum of their absolute values is

2¢y/a? + 3% = 2||q|2 = 2[|pll2[lqll2, as claimed.

}, where «

To prove 2), let us lead to a contradiction the assumption that Y, p,q # 0 are such
that Y = £[pq” + gp"] and there is no A > 0 such that Y — App” — +qq” > 0, or, which
is the same by the Schur Complement Lemma, the LMI

Y = pp” g
-
{ q x| =0

in variable A has no solution, or, equivalently, the optimal value in the (clearly strictly
feasible) SDO program

. ) tI+Y —ppT ¢
r{l&n{t{ ¢ A\ =0

is positive. By semidefinite duality, the latter is equivalent to the dual problem possessing
a feasible solution with a positive value of the dual objective. Looking at the dual, this is
equivalent to the existence of a matrix Z € S™ and a vector z € R™ such that

T

Z z
2T pTZp

} =0, Tr(ZY) < 2q¢" .

Adding, if necessary, to Z a small positive multiple of the unit matrix, we can assume
w.lo.g. that Z = 0. Setting Y = ZYV2YZ'Y2 p = Z'/?%p, g = Z'/%q, z = Z7/?2, the
above relations become
I z S T _
> .
o A } - 0,Te(V) < 2" (+)

Observe that from Y = #[pq” + ¢p”] it follows that Y = £[pg" + gp"]. Looking at what
happens in the eigenbasis of the matrix [ﬁqT + (jﬁT], we conclude from this relation that
Tre(Y) > |ABGT + @)1 = 2/15ll2]1dll2- ‘On the other hand, the matrix inequality in (x)

implies that ||Z||2 < ||P]|2, and thus Tr(Y) < 2||p||2]|gl|z by the second inequality in (x).
We have arrived at a desired contradiction.

3) Assume that z is such that all L¢(z) are nonzero. Assume that z can be extended
to a feasible solution Y1, ..., Yz, z of (9.2.2). Invoking 2), we can find A\; > 0 such that Yy =
XeRT R, + %eLgT(x)Lg(:v). Since Ay (z) — p>°, Ye = 0, we have [Aq(z) — p >, MR} Re] —
D A%Lf (z)Le(z) = 0, whence, by the Schur Complement Lemma, A1, ..., AL,  are feasible
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for (9.2.3). Vice versa, if A1,..., A,z are feasible for (9.2.3), then A¢ > 0 for all £ due
to Le(xz) # 0, and, by the same Schur Complement Lemma, setting Y, = AR} R¢ +
%ZLZT(x)Lg(x), we have

£

while Y; = & [L} (z)R¢ + R{ Le(z)], that is, Y1,..., Yz, x are feasible for (9.2.2).

We have proved the equivalence of (9.2.2) and (9.2.3) in the case when L(z) # 0
for all £. The case when some of L,(z) vanish is left to the reader.

Exercise 9.2: A solution might be as follows. The problem of interest is
min {t : ¢t > [ (GA —Dv+ G¢[ V(v € V.§ € E, A € A)}
()

uwlu <1
vTPw <1, (*)
ncli?{t:uT(GA—I)v—FuTGfgtV u, v, € : 1<:<1I VAEA}.
’ £7Q;¢ < pt,
1<;<J
Observing that
HaA- 1| 1
u[GA = Tv+ " GE = [usv; €] | JIGA—T]T [u; v; €],
IgT
2

for A fixed, a sufficient condition for the validity of the semi-infinite constraint in (x) is
the existence of nonnegative u, v;,w; such that

ul LGA- 1] | 1G
Zj w;Q; %GT

and p+ >, vi + p; >_;wj < t. It follows that the validity of the semi-infinite system of

constraints

p Y v pE > jwi <t > 0,05 > 0,05 >0
ul LGA-1]| LG

> vibi = | 3[GA-1" O]

> Wi 1GT
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in variables ¢, G, y1, v, w; is a sufficient condition for (G, t) to be feasible for (x). The only
semi-infinite constraint in (!) is in fact an LMI with structured norm-bounded uncertainty:

ul
> vibi
Zj w;Q;
LGA—1)| 4G ]
—| JGA-1T = 0VAecA
1T
2 J
ul —1GA -] | —3iG ]
—%[GAH - I}T Zz ViPZ‘
—-3G7 > wiQi ]
B(p,v,w,G)

+ 30 LG T AR+ REATLAG)] = 0
V([|Acllz2 < pa,1 <L L L),
,CZ(G) = % [LZGT,Oszn,OPsz} s Re = [OqZXnyRe’Ome] .

Invoking Theorem 9.1.2, we end up with the following safe tractable approximation of (x):

min
t,Gop,vi,wi A, Yy
s.t.
pA Y vt pE > jwi <ty >0, > 0,05 >0
Ml | Le(G)
LT(G) | Yo = XMRT Ry
B, v,w,G) — pa 25:1 Y, > 0.

=0,1<¢<L

C.10 CHAPTER 12

Exercise 12.1: For every i € {1,...,m}, the condition
Vow, [|wllo < pllwllz : yi((w + 5w) s +b) >0

is equivalent to
yi(w" zi +b) > pllw|ls,

which is similar to the condition (12.1.2). Finding the maximally robust classifier is
processed the same way as in the case of data uncertainty.

Exercise 12.2: For given vectors u, v, we have

m
T T
max u’ Av= max max E vi(u” ;)
A€D a20:[lallg<1 §; : 16 llp<a; t—

im

m

T
=  max g max  a;|vi| - |u” 4
a20: [lallg<1 £ 5+ ([6]p<1

m
=l - a3l
=

= l[ullp= [vllq-,

as claimed.
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Exercise 12.3: 1): If i € J, then we need to compute

max [1—yi(w z; +b)]4 =1+ [w"z; +b].
yi€{-1,1}

Hence the robust counterpart expresses as

(milrzl) {Z[l —yi(ziTw+b)]++Z |ziTw+b|},

i€l i€eJ

which can be expressed easily as a Linear Optimization problem. The above corresponds
to a regularized version of the SVM, with weighted ¢;-norm, where the weights involve
the data points.

2): With the notation @ := {# € {0,1}™ : 174 = k}, this problem can be
formulated as

x 0€cO; “

min{max [(1- 0:)p; + 0ip; | pE = Fylw+b)], 1<i< m} .

Using the fact that we can replace equality constraints by convex inequalities without loss
of generality in the above, we obtain the formulation

m
min { 17p" + max Y 0:i(p; —pf) 1 p 2 1 Fys(zl w+ b)), 1<i<my,
T 0cOy P
or, equivalently:
k
min {1TP+ +Y 0 =P p 2 M FwE wb))y, 1<i < m} ;
i=1
which can be cast into a linear optimization format via

min{lTp++ku+Z[Pi—pf—u]+ o > (1 F izl w + b))y, 1§i§m}-

T
M im1

Exercise 12.4: 1): The solution involves addressing the following problem, where i, y;
and x; are given:

max [1—yi(w” (i +8) + b+,
where O, := {0 € {—1,0,1}" : ||6]]1 < k}. In turn, we are led to a problem of the form

T
max 0" r,
5€0y,

where r € R" is given. Without loss of generality, we can replace ©y by its convex hull.
Using duality, we can then easily convert the above problem to

min {[[7 — ul|y + kljufloc} -

Thus, the robust counterpart to our problem takes the form

rgigl Z[l — iz w+b) + d(w)]4,
=1
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where
d(w) = min {klullc +[Jw —ull1}

2): The same approach leads us to the problem
o(r,zx) = mga,x{6Tr :0<d+2<1, ||§]: < k} ,

where 7 € R" is given. Using duality again, we obtain that the value of the above problem
is
¢(r,z) = min {lT(r —u)—(r—u)Tz+ k||u|\oo} .
u

The robust counterpart thus expresses as

i (T ) )
13151 Z[l - y’b(zz w + b) + qﬁ(y,w, x’b)]+7

=1
where the function ¢ is given above.

Exercise 12.5: Let z; = [y:xs;v:), ¢ = 1,...,m, and Z = [z1,...,2m]. For the new
data point/label pair (Zm+1,Ym+1), We can write [Ym-+1Zm+1; Ym+1] = Zu + [v; 0], where
we {0,1}™, 3" u; =1, and v € R", |jv|l2 < 1. Denoting by U the set of such allowable
data point/label pair, we have

max (1= ymr1 (@ 1w + b)]+ = [1 — minyi(z] w + b) + pllwlf2]+,
(T4 1:Ymt1)EU i

which means that the robust counterpart can be written as

mm{Ejuyxw?m+bn++uIgnwm?w+w+;nwmu}.

w,b .
=1

The above can be expressed as the second-order cone optimization problem

min {Z[l —yi(w e + )] +[1 =7+ pllwlla]+ : 7 < wialw+b), 1< < m} :

w,b,T Pt

C.11 CHAPTER 14

Exercise 14.1: From state equations (14.5.1) coupled with control law (14.5.3) it follows
that

w = Wi [E]¢ + wn[E],
where Z = {U?, U, u}/L, is the “parameter” of the control law (14.5.3), and Wx|[Z],
wn[Z] are matrix and vector affinely depending on E. Rewriting (14.5.2) as the system of
linear constraints

T N .

ejw' —f;<0,5=1,...,J,

and invoking Proposition 3.2.1, the GRC in question is the semi-infinite optimization
problem

minzs o o
subject to
ef Wn[EIC+wn[E] = f; SOV [C=Clls < R)  (aj)
TWN[EIC < a V(¢ IIcl < 1) (b))
1<j<J
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This problem clearly can be rewritten as

ming o «

subject to -
R|Wx[Elejlls, +€j WN[EIC+wn[E]] - f; <0,1<5<J
WX Elesllr. <o, 1 <5< T

where
s r
8 * == ) T * -

s—1 r—1"

Exercise 14.2: The AAGRC is equivalent to the convex program

minz o «

subject to
R|Wx[Elejlls. + e Wn[EIC+wn[E]] - f; <0,1<j < J
W& Eleslatllr. S, 1< < T

where
s r

S |
and for a vector ¢ = [z;do; ...;dn] € R, [¢]a,+ is the vector obtained from ¢ by replacing
the z-component with 0, and replacing every one of the d-components with the vector of

positive parts of its coordinates, the positive part of a real a being defined as max|a, 0].

Exercise 14.3: 1) For ¢ = [z;do;...;d15] € Z + L, a control law of the form (14.5.3) can

be written down as
t
0
U = Uy + ) Uprds,
7=0

and we have
t

T t t
:Ct+1:z |:u9-_d'r+zu7'sd5:| :Zu9-+z
s=0 =0 s=0

7=0

t
Zum—l} d

Invoking Proposition 3.2.1, the AAGRC in question is the semi-infinite problem

min{u?mtr}’a o

subject to

(az) O[ZT OuT |<0,0<¢t<15
(aw) ¢/ <0,0<t<15

(bl‘) |92.s:0 [ZT:S Urs — 1] dg' <a

V(0 <t <15, [do;...;das] « |[do; ..; das]ll2 < 1)
(bu) |32 utrd-| < a

V(O S t S 15, [do; ...;d15] : ||[d0, ...;d15]“2 S 1)

We see that the desired control law is linear (uf = 0 for all t), and the AAGRC is equivalent
to the conic quadratic problem

, \/250 _urs—1]"<07'0,0<t <15
min
e / 2
{utr},c 27—0 <o, 0<t<15
2) In control terms, we want to “close” our toy linear dynamical system, where the initial

state is once and for ever set to 0, by a linear state-based non-anticipative control law
in such a way that the states xi,...,z16 and the controls ui,...,u15 in the closed loop
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system are “as insensitive to the perturbations dpo,...,d15 as possible,” while measuring
the changes in the state-control trajectory

w'® = [0; 215 ...; 165 ULy vy Uts)
in the weighted uniform norm ||w'?||c0.¢ = max[f]|z||co, ||t|lc], and measuring the changes
in the sequence of disturbances [do; ...; d15] in the “energy” norm ||[do;...; d15]||2. Specifi-
cally, we are interested to find a linear non-anticipating state-based control law that results
in the smallest possible constant « satisfying the relation

VA : | Aw'? |6 < af| A" s,

where Ad'® is a shift of the sequence of disturbances, and Aw'® is the induced shift in
the state-control trajectory.
3) The numerical results are as follows:

1.6 | 4.0000
10 | 3.6515
2.8284

1 2.3094

Exercise 14.4: 1) Denoting by xff the amount of information in the traffic from 7 to j
travelling through +, by ¢ the increase in the capacity of arc 7, and by O(k), I(k) — the
sets of outgoing, resp., incoming, arcs for node k, the problem in question becomes

Z(i,j)EJ x}.yj S Py + Ay v,-y

d¢j7 k == Z
. 9 — 29 = —dij, k=3
min I 2neo B T Liverm) T o g fl i Y
Ty I r ’ ’
| 7€ V((i,5) € T, keV)

4y > 0,25 >0Y((i,5) € T,k e V)

2) To build the AARC of (x) in the case of uncertain traffics d;;, it suffices
to plug into (), instead of decision variables z%/, affine functions X (d) = €¢7° +
Z(M’Wejff,j””dw of d = {di; : (i,5) € J} (in the case of (a), the functions should be
restricted to be of the form X/ (d) = £7° +¢%d;;) and to require the resulting constraints
in variables g, £Y"” to be valid for all realizations of d € Z. The resulting semi-infinite
LO program is computationally tractable (as the AARC of an uncertain LO problem with
fixed recourse, see section 14.3.1).

3) Plugging into (), instead of variables xi,j, affine decision rules X@j (d) of the just
indicated type, the constraints of the resulting problem can be split into 3 groups:

(@) Ygyes X7 (d) <py+aVyET
(b) ZW‘;@FJ RY XY (d) = r(d)

(©) gy >0,X5(d) >0¥((i,j) € T,y €T).

In order to ensure the feasibility of a given candidate solution for this system with prob-
ability at least 1 — ¢, € < 1, when d is uniformly distributed in a box, the linear equalities
(b) must be satisfied for all d’s, that is, (b) induces a system A = b of linear equality
constraints on the vector ¢ of coefficients of the affine decision rules X'7(-). We can use
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this system of linear equations, if it is feasible, in order to express £ as an affine function
of a shorter vector n of “free” decision variables, that is, we can easily find H and h in
such a way that A{ = b is equivalent to the existence of 1 such that £ = Hn 4+ h. We can
now plug £ = Hn + h into (a), (¢) and forget about (b), thus ending up with a system of
constraints of the form

(a') ae(n,q) +ai (n,q)d <0,1<¢< L= Card(')(Card(J) + 1),
) ¢>0

with ag, a, affine in [n; g] (the constraints in (a’) come from the Card(I") constraints in
(a) and the Card(I")Card(J) constraints X (d) > 0 in (c)).

In order to ensure the validity of the uncertainty-affected constraints (a’), as eval-
uated at a candidate solution [n; ¢], with probability at least 1 — €, we can use either the

techniques from chapters 2, 4, or the techniques from section 10.4.1.
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